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Abstract: We develop analytical functional forms for the generation of full-dimensional representations of potential
energy surfaces for polyatomic molecules of the type AX1..Xn, with one central atom A and peripheral atoms Xi, and
for diatomic molecules adsorbed on surfaces. Examples are shown for NH3 and CO(ads)/Cu(100). Such forms are
useful for realistic derivations of potential energy surfaces with applications on the calculation of ro-vibrational
spectra and time-dependent molecular quantum dynamics. As an example, the effects of rotational motion and ori-
entation on the vibrational wave packet dynamics of HF merged in an external electric field are discussed.
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1. Introduction

A major goal of modern research in mo-
lecular physics and chemistry is to under-
stand and control chemical reactions from
the very first steps of nuclear motion in mo-
lecular aggregates [1]. A simple view of nu-
clear motion is that of particles moving
classically along a reaction path in a multi-
dimensional potential energy hypersurface
(PES). The formulation of reasonably accu-
rate global analytical functional forms de-
scribing the potential hypersurfaces of
polyatomic molecules has not only there-
fore been of central importance in reaction
kinetics and spectroscopy for some time
[2�6]. 

However, atomic and molecular motion
follow quantum mechanics and the dynam-
ics of molecular structure is more ade-
quately described by the time evolution of
the probability density in molecular config-
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uration space, the �wave packet motion�
[7�11]. This wave packet motion is ob-
tained by the projection of the time-de-
pendent quantum mechanical state on the
complete configuration space. Representa-
tions of the PES need therefore to be accu-
rate also in regions orthogonal to the reac-
tion path. 

While the discussion on coherent con-
trol normally focuses on energy selection
criteria, e.g. following the idea of selective-
ly populating stationary excited states of
the isolated molecule, it is important to al-
so address the question how to control the
evolution of molecular structures that are

always well defined [12][13]. One possible
way to control the evolution of well defined
molecular structures is the generation of se-
mi-classical vibrational wave packet mo-
tion in the electronic ground state by in-
frared multiphoton excitation [12�19].

Fig. 1 gives a general scheme for the ex-
citation process in a diatomic molecule.
The main idea is that infrared multiphoton
excitation with a sufficiently intense laser
field at wave numbers falling in the region
of classical vibrational wave numbers is
suitable for the generation of a wave pack-
et motion that follows the classical trajecto-
ry in configuration space. The probability

Fig. 1. General scheme for the generation of semi-classical vibrational wave packet motion by infrared
multiphoton excitation in anharmonic potential wells. 
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density for finding a specific value of the
bond length r is always centered around the
classical value for r(t). This is the type of
semi-classical motion that was discussed in
early times of quantum mechanics [20], and
allows for the physically appealing picture
that molecular structure changes in a regu-
lar, controlled way.

However, even if the wave packet is
semi-classical in some region of configura-
tion space at a given time, it normally be-
comes delocalized during the later time
evolution in most cases. In a real experi-
ment, delocalization is finally induced by
collisions, which is related to complete loss
of coherence. �Coherent� delocalization oc-
curs also during shorter time intervals,
when collisions are less important, as a con-
sequence of anharmonicity and anharmon-
ic couplings of molecular vibrations in
polyatomic molecules, as shown in case of
the excitation dynamics in substituted
methanes ([14][18] and references therein)
and ammonia [19]. In these studies, accu-
rate PES representations for these com-
pounds were employed.

An additional source of decoherence
stems from the interaction of the molecular
system and the external instrument used to
manipulate internal molecular motion.
Molecular orientation and position in the
laboratory fixed coordinate system must
obviously be well defined during the inter-
action time in order to achieve control of in-
ternally well-localized molecular struc-
tures. Translational motion and, more im-
portantly, rotational motion may spoil this
achievement [12][13]. It is therefore impor-
tant to not only have accurate representa-
tions of PES for polyatomic molecules that
give a precise description of the intramole-
cular, anharmonic couplings, it is also im-
portant to include contributions to the PES
for polyatomic and diatomic molecules
from couplings to external fields. 

As an example, Fig. 2 shows the time
evolution of the wave packet for the HF
molecule being excited with an intense
laser tuned to the fundamental transition
wave number [13]. The first three columns
in this Fig. describe the evolution for dif-
ferent levels of molecular orientation in an
external static electric field Es. The PES for
this system has the form 

where V(r) is the PES for the isolated di-
atomic molecule and µ(r) is its dipole mo-
ment function. ϑ is the polar angle describ-
ing the orientation of the molecule with re-
spect to the external electric field and r is
the HF bond length. The laser is polarized
in the same direction as the static electric
field. Specifically, the first three columns in
Fig. 2 show the reduction of the originally

three dimensional probability density as a
function of the HF bond length after inte-
gration over the angular coordinates. In col-
umn �vib� we show the probability density
evolution obtained within a strictly one-

dimensional vibrational model. The graphs
show contour lines of the wave packet and,
in a parallel set-up, the time evolution of the
absorbed energy as well as the quantum
mechanical energy uncertainty.

(1)
Fig. 2. Time evolution during the excitation from the ground state of HF molecules in an external stat-
ic electric field with different field strengths (columns κ = 0 to κ = 44) and within a simple, one-
dimensional vibrational model (‘pure vibrational model’, column vib). Each column shows contours of
the reduced probability density (left hand side) and the absorbed energy with its quantum mechani-
cal uncertainty (right hand side). See also [13].
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We compare results for different values
of the orientation field strength. The pa-
rameter κ is essentially the ratio of the clas-
sical orientation coupling strength to the
classical rotational energy of the diatomic
molecule and is thus proportional to Es. Fig.
2 shows that the ro-vibrational excitation
dynamics converge toward the results ob-
tained within the pure vibrational model for
increasing values of the static field strength,
and thus increasing orientation. For HF, at a
static field strength of 3 × 109 Vm�1, corre-
sponding to κ = 44, the 3D probability den-
sity evolution of column κ = 44 differs on-
ly slightly from the one-dimensional dy-
namics of column �vib�. Closer inspection
of Fig. 2 shows the gradual gain of regular-
ity, with increasing orientation, in the initial
time interval of the dynamics. In this time
interval, which is on the order of 100 fs, the
probability density performs nearly period-
ic, semi-classical oscillations of increasing
amplitude, corresponding to increasing ex-
cursions from the equilibrium position,
with a period close to the classical vibra-
tional period of HF around 10 fs. After 100
fs the increase of amplitude of the motion
slows down and the semi-classical motion
of the wave packet starts to break down. In
the limiting case of highly oriented mole-
cules, as well as in the pure vibrational
model, the onset of delocalization is due to
the anharmonicity of the potential function
alone. 

This result allows for three conclu-
sions: First, it shows how molecules must
be prepared experimentally for infrared
multiphoton excitation to lead to the gen-
eration of semi-classical vibrational wave
packet motion. Secondly, a theoretical, re-
duced space treatment in which rotations
are not considered is indeed suitable for
the investigation of manipulation schemes
of internal molecular motion. Thirdly, the
result underlines the importance of having
a precise knowledge of the PES for the un-
derlying quantum dynamics also in coor-
dinates orthogonal to the so-called reac-
tion path. The PES is rather simple in Eqn.
(1). Another possibility for molecular ori-
entation is surface adsorption. In that
case, however, the �orientation field�
stemming from the surface atoms will be
highly heterogeneous and the PES will be
a much more complicated function of the
angular coordinates. 

In this work we concentrate on the de-
velopment of adequate analytical function-
al forms for the representation of PES in
polyatomic molecules and molecular sys-
tems such as surface adsorbed diatomic
molecules. As mentioned above, a first cri-
terion for such forms is that they are glob-
al, i.e. allowing for a one piece representa-
tion of a potential hypersurface in the com-
plete configuration space, including all
possible reaction channels in a given ener-

gy range. Here, we restrict the discussion to
single valued PES, since analytical repre-
sentations for multivalued PES are much
more complex [21]. Our approach is aimed
at obtaining global representations of effec-
tive, single valued potentials in a loosely
adiabatic sense, if single potential surface
sheets intersect in cases of multivalued
PES. 

PES representations are normally ob-
tained from a parameter adjustment to da-
ta from electronic structure calculations
and the accuracy of the representation is
related to the accuracy of the ab initio cal-
culations in the first place. Therefore, a
second criterion for adequate analytical
forms requires them to be flexible. Recent,
quite accurate calculations of infrared
transition line positions from ab initio
PES of tetra-atomic [22][23] and penta-
atomic [24] molecules give state-of-the-
art results in this respect. The PES repre-
sentations used in these calculations are
high order Taylor expansions in the neigh-
borhood of the equilibrium molecular
structure and thus not global. 

We may say that, generally, PES repre-
sentations from ab initio calculations are ei-
ther accurate, but not global, or they are
global, but not sufficiently accurate to de-
scribe the complete set of experimental da-
ta related to a global PES. A good strategy
is then to improve a PES representation a
posteriori within an �experimental refine-
ment�, in which some or, ideally, a few pa-
rameters used are varied to improve the de-
scription of experimental data. For highly
flexible PES representations the task of
choosing the right parameters for the ex-
perimental refinement may be very tedious.
Therefore, a third criterion for adequate an-
alytical forms is that they are compact,
which means flexible enough but with few
parameters. Compact forms usually make
use of a physically known asymptotic be-
havior of the PES.

The fourth criterion for adequate forms
is robustness: small variations of parameter
values should lead to small qualitative vari-
ations of a robust PES representation. Ro-
bust analytical forms are also important to
ensure a physically correct behavior in re-
gions of configuration space that are not
well sampled by data from electronic struc-
ture calculations. 

2. Analytical Representations 
of Potential Energy Surfaces

In this section we discuss some of the
ideas we have been considering for the de-
termination of analytical representations of
potential energy surfaces in multidimen-
sional systems. For more general reviews
on analytical forms for PES representations
we refer to [3][4][25].

2.1. Analytical PES for Molecular
Systems with a Distinguished
Central Atom

If a stable structure of a molecular sys-
tem is such that one atom, say atom A, binds
the remaining atoms or groups of atoms,
this atom has a distinguished central posi-
tion in the aggregate. Let AX1X2X3 be the
general molecular formula for a tetra-atom-
ic molecule having such a central atom. The
atoms Xi need not be identical, a priori, nor
must the bonds AXi be indistinguishable.
For simplicity we restrict the description to
a tetra-atomic system here, but our ap-
proach applies to any number of attached
atoms or atomic groups. A simple analytical
form for the PES of such a system is 

where Vs(i) and Vb(ij) are bond stretching
and bond bending potentials, respective-
ly. The indices i and j design any of the
peripheral atoms or atomic groups Xi or
Xj. While Vb(ij) can be viewed as three-
body potentials related to the interaction
in the group XiAXj, the pair potential
Vp(ij) describes the two- body interaction
between Xi and Xj. Such pair interactions
are expected to be small, or at least less
important than the bond bending poten-
tial for strongly binding systems having a
distinguished central atom. But they may
become important, when bonds are bro-
ken.

2.1.1. Stretching Potentials
The bond stretching potential of the i-

th bond could for instance be Vs(i) = 1/2 fsi
(ri � ri

eq)2, where ri is the length of the i-th
bond and fsi

is the corresponding harmon-
ic force constant. The stable structure
would be achieved at ri = ri

eq, the equilib-
rium bond length. Such a form would sat-
isfy the requirement of a positive definite,
robust potential energy surface, but it
would fail to yield a realistic description
of the force field for larger displacements
from equilibrium. In order to also de-
scribe large amplitude displacements
from equilibrium, a quite satisfactory al-
ternative is to use the form 

where y(ri) = exp(�ai(ri � ri
eq))/ai can be

the coordinate introduced by Morse [26],
and ai is the anharmonicity constant corre-
sponding to the i-th bond. We proposed to
use the form [27][28]: 

(2)

(3)
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This form could also be extended, if
necessary, to include a polynomial expan-
sion in (r�req) in the exponential factor of
the original Morse coordinate. The main
advantage of the form of Eqn. (4) is that it
allows for a more flexible description of the
energy related to a single bond rupture, the
dissociation energy:

The parameters rn should satisfy the
condition rn >> req, in order to ensure the
interpretation of req as the equilibrium bond
length. Asymptotically, for r → ∞, a bond
stretching potential becomes 

The potential energy thus obtains as-
ymptotically radial contributions that are
of the type of a multipole expansion. The
lowest power in the expansion could for
instance be n = 3, if the dissociation prod-
ucts have permanent dipole moments. If
the dissociation products are neutral and
non-polar, the lowest power should be n =
6, and the corresponding expansion pa-
rameter ε6, which can be interpreted as be-
ing proportional to the dispersion constant
C6, should be positive. For practical rea-
sons, we have limited our description to
use one or two expansion coefficients, e.g.
ε6 and ε8. But in principle no limitation 
is imposed. The stretching potential be-
comes, within this approach, 

with distinguishable parameters fsi, 
asi 

etc.
for distinguishable bonds AXi. The sim-
ple, general form of Eqn. (7) does not
seem to allow, at first sight, for the de-
scription of couplings between modes, ei-
ther stretching modes themselves, or be-
tween stretching and bending modes. We
have shown that mode coupling can be de-
scribed, if the parameters such as ri

eq, fsi,
asi

are considered to be themselves slow-

ly varying functions of the coordinates
[27][28].

2.1.2. Bending Potentials
For the bending potential, one could

use a form like Vb(ij) = 1/2 fbij
(αij � αij

eq)2.
Again, such a form is less flexible to de-
scribe large amplitude bending displace-
ments. In contrast to bond stretching po-
tentials, there is no simple analytical form
that can be used to describe the anhar-
monicity of bending potentials. One could
think of using forms such as that intro-
duced by Kratzer [29] (see also the work
of Secrest [30][31]). A largely used alter-
native is to consider a truncated Taylor ex-
pansion form of the angular displace-
ments ∆αij = αij � αij

eq. The problem with
such forms is twofold: First, they have a
limited range of validity, because of the
limited convergence radius related to the
expansion order; for large amplitude
bending displacements a high order is
generally needed. Secondly, if a higher or-
der expansion is considered, which in-
vokes the introduction of a correspond-
ingly large number of potential parame-
ters and makes the adjustment quite
tedious, the analytical representation
looses its robustness.

We therefore use the following idea to
obtain adequate forms for the bending po-
tential: Since αij

eq are considered to be the
angles at the most stable molecular struc-
ture, the bending potential must be a pos-
itive definite form of the angular dis-
placements ∆αij. The simplest positive
form is Vb = Σij fbij

∆αij
2. But this form cor-

responds essentially to a harmonic poten-
tial well. A form that allows for a more
flexible description of anharmonicity is  

where pn(x) is a homogeneous polynomi-
al of order n:

The coefficients abk
are adjustable pa-

rameters that play the role of bending an-
harmonicity parameters. In molecules

with C1 symmetry, an independent set of
bending anharmonicity parameters may
be adjusted for each bond pair ij. Howev-
er, for higher symmetric molecules, these
parameters are not independent.

Symmetry may indeed lead to a strong
a priori reduction of the number of inde-
pendently adjustable parameters. Symme-
try constraints may be considered by
choosing symmetry adapted analytical ex-
pressions. For methane, for instance, the
space spanned by the six bond angle coor-
dinates may be written in terms of one
one-dimensional, one two-dimensional
and one three-dimensional irreducible
representation of the Td point group. This
reduces the number of quadratic bending
force constants fbij

in methane first from
six to three and then, because of an addi-
tionally geometrical redundancy between
the angular coordinates, to two inde-
pendently adjustable parameters. The
reader is referred to a recent discussion in
the literature on geometrical redundancies
and their implication on the use of dy-
namical variables in polyatomic mole-
cules [32].

In the ammonia molecule, the three
bond angles may be expressed as linear
combinations of a one-dimensional and a
two-dimensional symmetry adapted coor-
dinate, (sb1 

and sb2 
= sb2a

, sb2b
), respective-

ly, or vice-versa:

The bending potential may then be ex-
pressed by the quadratic form 

with two independently adjustable quadrat-
ic force constants fb1 

and fb2
.

This expression for Vbend is essentially
harmonic in the angular displacements
∆αij. In order to better describe the anhar-
monicity of the bending potential, one
might use a quadratic form of homoge-
neous polynomials of the symmetrized co-
ordinates sbk

, similar to Eqn. (8). However,
one has then to build up polynomials from
terms that belong to the same symmetry
species. We use capital symbols to describe
these polynomials: 

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)



We have developed a program code that
can be used in the computer algebra program
MAPLE [33] to calculate analytically the
symmetry reduction of products of symmetry
adapted coordinates at any power. Technical
aspects of this procedure will be published in
a separate work [34]. For the methane mole-
cule, symmetry adapted polynomial expres-
sions have been published earlier [28]. The
present model for the potential energy sur-
face of ammonia includes symmetrized poly-
nomial expressions to up to the fourth order.
The bending potential for ammonia finally
becomes simply: 

Contributions to the bending energy
that stem from the variation of a bond angle
αij must vanish, whenever the bonds i or j
are broken. This can be achieved by �damp-
ing� out bending force constants. It is prac-
tical to consider bond pair coordinates 

x�ij = ∆αij yd (ri) yd (rj),

where the bond functions yd(r) are damping
functions satisfying the condition yd(r→∞)→0.

We have also found that expansions in-
volving the cosine of valence bond angles are
an even better choice for describing the bend-
ing potential than the valence bond angles.
One reason is the better performance in fit-
ting the ab initio data. Another reason is that,
from geometrical considerations, potential
terms pertaining to AXY subsystems auto-
matically have the correct saddle point be-
havior at the linear arrangement X-A-Y. Ex-
pressions using the cosine of valence angles
have been used before (e.g. in [35�37]).

We therefore considered using the fol-
lowing type of bond pair coordinates:

The functions yd
(k) are given by 
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where lmax = 3 in the present work (larger
expansions are possible, in principle). In or-
der to guarantee the correct asymptotic be-
havior yd

(k) (ri→∞)→0, the highest nonvan-
ishing coefficient adl

(k) must be positive. An
exponential damping behavior was found
in [38�40]. The bond pair coordinates from
Eqn. (16) are finally used in Eqn. (10) and
Eqn. (11) instead of ∆αij, respectively in the
bending coordinate expansions Eqn. (12) to
Eqn. (14). A major gain of flexibility is
achieved if we allow the damping parame-
ters in Eqn. (16) to have different values
depending on the power of the bond pair

coordinate in the bending coordinate ex-
pansions. The superindex (k) indicates this
order dependence.

2.1.3. Pair Potentials
The direct (two-body) interaction po-

tential between two peripheral atoms has
been studied before (e.g. [35]). For the pur-
pose of the present work, it is sufficient to
use the normal Morse potential as a func-
tion of the interatomic distance rij between
the atoms Xi and Xj:

In the limit of simultaneous bond rup-
tures ri→∞ and rj→∞, and if the complex
XiXj forms a stable chemical bond, the
XiXj-binding energy needs to be subtract-
ed from the total energy. The subsequent
subtraction of binding energies in the
asymptotic limit of three and more bond
ruptures could lead to deep unphysical en-

ergy minima on the global potential sur-
face, if no further positive interaction en-
ergy between the dissociated aggregates is
considered.

The final pair potential is the totally
symmetric sum

2.1.4. Parameters as Slowly Varying
Functions

Quite obviously, a product molecule
that may arise from the rupture of one
bond of its parent molecule belongs to a
subgroup of the symmetry group of the
parent molecule. Thus some of the param-
eters that are used to describe the potential
energy surface of the parent molecule may
as well be used to describe the potential
energy surface of the product molecule.
Very often even, parameters have similar
values in the parent and product mole-
cules. Stretching force constants for in-
stance are often very similar. This leads to
the idea that the parameters used to de-
scribe ammonia, for instance, may be
�switched� to values that fit the potential
energy surface of amidogen (NH2), when-
ever one of the three NH bonds are suf-
ficiently elongated. Multidimensional
switching functions can be defined to re-
spect symmetry constraints and, further-
more, to be smoothly varying functions of
the bond coordinates, such that parameters
are essentially constant in appropriate co-
ordinate ranges of either parent or product
molecules [27][28]. Potential parameters
can thus be varied from the parent to the
product species by using appropriate
switching functions of the bond lengths.

2.1.5. Mode Coupling
Writing the bending potential in terms

of products of symmetry adapted bending
coordinates as in Eqn. (15) allows also to
introduce anharmonic couplings between
the bending degrees of freedom. One could
proceed similarly for stretching potentials
by considering quadratic forms of symme-
try adapted linear combinations of bond-
type coordinates, instead of using the form
in Eqn. (3). An example for this is the MET-
POT 2 potential of [27]. However, such
forms have the disadvantage that bond fis-
sion reactions are not easily described, even
if linear combination of Morse-type coordi-
nates are used. In contrast to that, a form
like Vstretch in Eqn. (7) allows to easily de-
scribe breaking a bond: Upon a sufficient

(16)

(17)

(15)

(19)

(18) 

∆ri = ri � req
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strong elongation of one bond, Vstretch be-
comes a similar sum of bond-type coordi-
nates of the product molecule plus a con-
stant term that essentially corresponds to
the dissociation energy.

Couplings between the stretching modes
and couplings between stretching and bend-
ing modes are finally considered here in three
ways: via switching functions, via damping
functions and in the pair potential.

2.1.6. Applications to the NH3
Potential

Fig. 3 and 4 show one-dimensional sec-
tions of recently published analytical, six

dimensional representations of the PES for
NH3. Fig. 3 shows functions of one NH
bond length, where, in Fig. 3a, the angular
coordinates conserve the values of the equi-
librium pyramidal structure. In Fig. 3b the
NH3 molecule is planar. Data from elec-
tronic structure calculations are shown with
marks (◊). These data were obtained at a
CASSCF-PT2 level of theory with a
[4s,3p,2d] basis set for N and [3s,2p] for H
[41].

The representations from [23][42] are
polynomial expansions in bond length
and bond angle coordinates that have
been developed to give highly accurate

descriptions of the infrared spectrum in
the mid to near infrared spectral range.
However, they have a limited range of
validity, typically for bond length dis-
placements from equilibrium smaller
than 50 pm. In contrast to these repre-
sentations, the analytical representation
developed in the present work, which
was obtained from an adjustment to the
ab initio data and is shown as a straight
line in Fig. 3, as well as that from [22],
are suitable to describe bond rupture
processes. The representation from [22]
was developed from adjustments to data
from high quality ab initio calculations
at the coupled cluster level of theory in
the neighborhood of the equilibrium
structure and does also give an accurate
description of the infrared spectrum, in
addition to having a global character.

Single bond rupture processes in am-
monia may lead to the formation of
(2A1)NH2 or (2B1)NH2, the latter being
roughly 1.2 eV lower in energy. The rep-
resentation from the present work was
chosen to describe the lowest adiabatic
channel for this process. Planar ammonia
undergoes a conical intersection upon
bond rupture into the lower dissociation
channel, which is represented, in a strict-
ly adiabatic picture, as a saddle or transi-
tion structure on the potential energy
surface. This saddle is shown in Fig. 3b.
The representation from [22] seems to
correlate with the higher lying (2A1)NH2
state.

Fig. 4 shows sections of PES repre-
sentations along the inversion coordinate
(the out-of-plane angle χ; planar ammo-
nia is obtained with χ = 90º). All bond
lengths are kept at their equilibrium val-
ues (of roughly 101.2 pm). In Fig. 4b C3v
symmetry is conserved, leading to regu-
lar pyramidal structures upon displace-
ment of χ from 90º, in Fig. 4b the sym-
metry is lowered to Cs with highly dis-
torted pyramids. The representations
from the present work and from [23] de-
scribe the ab initio data in a qualitative-
ly satisfactory way, the representation
from [22] seems to indicate the presence
of a cusp at χ = 90º, which could be re-
lated to a lack of robustness of this rep-
resentation. Compared to the global rep-
resentation from the present work, which
needs only on the order of 30 adjustable
parameters and is likely to be more ro-
bust, the representation from [22] needs
maximal 78 parameters. We cannot ex-
plain here why the representation from
[42] fails to describe, even qualitatively,
the data from the electronic structure cal-
culations. Interestingly the representa-
tion from [22] seems to correlate with the
higher lying (2A1)NH2 state; it was ob-
tained from an adjustment to data in the
vicinity of equilibrium only.

Fig. 3. One-dimensional sections of the potential energy surface of ammonia as a function of one NH
bond length. a: Pyramidal ammonia. The remaining coordinates have the equilibrium values (bond
lengths at roughly 101.2 pm, bond angles at 106.7º). b: Planar ammonia. Bond lengths roughly 101.2
pm, bond angles at 120º. The different curves correspond to: ◊ data from CASPT2 calculations [41];
_____ present work; – – – Rajamäki et al. [42];  - - - - Leonard et al.[ 23]; _._._ Lin et al. [22].
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2.2. Analytical PES for Molecules 
on Crystal Surfaces

The basic new aspect in the represen-
tation of potential energy surfaces for
molecules adsorbed on crystal surfaces is
the extension to represent also the rota-
tional and translational degrees of free-
dom of the adsorbed molecule. Transla-
tion coordinates, e.g. that define the posi-
tion of the molecular center of mass, may
be split into two groups: one coordinate
perpendicular to the surface, say the z co-
ordinate, and two coordinates parallel to
the surface, say x and y. The z coordinate

will essentially define the adsorption
manifold and a distinguished potential
well is expected along z. Rotational coordi-
nates define the orientation of the molecule
with respect to the surface. Upon adsorp-
tion, molecular orientation is expected to
become well defined. On one hand the de-
gree of orientation will strongly depend on
the distance from the surface, the z coordi-
nate, but also on the adsorption site (the x
and y coordinates). On the other hand, the
shape of the adsorption potential well will
depend on the molecular orientation as well
as on the adsorption site.

2.2.1. General Form of the Potential
Adequate PES representations for ad-

sorbed molecules must describe the cou-
plings between the translational and rota-
tional degrees of freedom mentioned
above. Additionally, since the molecular
structure is likely to change upon adsorp-
tion, couplings between the internal de-
grees of freedom of the adsorbed mole-
cule and its relative position with respect
to the surface must also be described.
However, variations of the molecular
structure are generally small for nondisso-
ciative adsorptions. In this case we follow
the ideas developed in the previous sec-
tion and build up an analytical representa-
tion as a sum of two terms: 

V = Vext + Vint (20)

The external potential is a strongly
varying function of the translational and ro-
tational coordinates, which may be called
external coordinates. The internal potential
will be defined as a strongly varying func-
tion of the internal coordinates and a
smoothly varying function of the external
coordinates. Such smooth variations will be
implemented with appropriate switching
functions: parameters of the internal poten-
tial will be switched, essentially as a func-
tion of the adsorption coordinate z, from
their values at the adsorption site limit at z
= zeq, where zeq is the value of the z coordi-
nate at the bottom of the adsorption well, to
the desorption limit (z = ∞).

For a thorough realistic representation
of the PES the relaxation of the crystal lat-
tice upon adsorption should also be de-
scribed. However, including the crystal
atoms into the configuration space is a
very demanding task. We prefer to devel-
op generic representations of the PES
considering rigid lattices in a first ap-
proach, while allowing for a subtle, para-
metric dependence on the crystal structure
in a second step. Clearly, for rigid crystal
lattices, analytical representations must
be strictly periodic functions of the x and
y coordinates.

Contributions to the PES that arise
from variation of the z coordinate may be
modeled by Morse potentials or Morse
type potentials as described in the previ-
ous chapter, but also by Lenard-Jones
type potentials, depending on the nature
of the interaction leading to adsorption
[43�46]. Let ϑ be the angle between a
molecule fixed axis and the z axis perpen-
dicular to the surface. The following ex-
tension of a Morse type potential is an an-
alytical form that might be useful to rep-
resent the adsorption potential as a
function of the z and ϑ coordinates: 

Fig. 4. One-dimensional sections of the potential energy surface of ammonia as a function of the in-
version angle. a: Bond lengths are at roughly 101.2 pm, bond angles change upon conservation of
C3v symmetry (regular pyramids). b: As in a, but bond angles change upon conservation of Cs sym-
metry (planar ammonia forms a ‘T’ and pyramids are distorted). See also text and Fig. 3.
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Indeed, since cos(ϑ) ≤1, Vext(z,ϑ) in Eqn.
(21) is positive definite for all values of ϑ,
which ensures a robust analytical representa-
tion. Depending on the reference axis used to
define ϑ, this potential may change character
as a function of the angle. For instance if ϑ =
0, it is a simple, attractive Morse potential.
For ϑ = 180º, the potential becomes repul-
sive.

2.2.2. Application to CO(ads)/Cu(100)
We are currently applying these ideas to

develop a new analytical representation of the
PES for the adsorption process CO(g) →
CO(ads)/Cu(100). A semi-empirically de-
rived PES for this process exists [47] and will
be compared to our approach in the remain-
der. The adsorption site on the Cu(100) sur-
face is represented by a cluster of 18 copper
atoms ordered as shown in Fig. 5. This mod-
el has been used in electronic structure calcu-
lations [48], where it was confirmed that in-
clusion of additional layers is necessary to en-
sure a qualitative correct description of the
interaction [49]. CO chemisorbs on transition
metal surfaces in the sequence metal-C-O.
The center-of-mass of the diatomic molecule
has Cartesian coordinates x, y and z with re-
spect to the central metal atom of the sub-
strate, which ideally corresponds to the lead-
ing atom in the formation of the chemical
bond via the carbon atom. The equilibrium
geometry of the on-top adsorption site is
therefore x=0, y=0, z=zeq, ϑ =0, φ=0. The co-
ordinates depicted in Fig. 5 are useful for the
description of the global, six dimensional po-
tential energy surface and adsorption dynam-
ics.

The electronic structure is calculated here
within density functional theory. We use the
TH3 functional, which was developed by

Handy and Tozer [50][51]. The central atom
and the four closest atoms in the first layer of
Fig. 5 are described with a �Ne-like core�
pseudopotential (ECPMDF10 [52]) for the
remaining 19 electrons of the 3s, 3p, 3d and
4s shells. All other atoms are described by
one-electron pseudopotentials (ECPSHF28
[53]). A cc-pVDZ basis set was used for the
CO part, and a contracted [6s5p3d] basis set
developed for the use of the 19 electron
pseudopotential in [52], which leads to a to-
tal of 286 atomic functions. A discussion of

the method, including a study of other func-
tionals and basis sets as well as a comparison
with more traditional methods for the calcu-
lation of the electronic structure for the pres-
ent system is in preparation [54].

Fig. 6 shows one-dimensional sections
of our current six-dimensional analytical
representation along the z coordinate for
the two limiting values of the polar angle ϑ.
The most important variation of the poten-
tial with ϑ is obtained from a cos(ϑ)-type
dependence as in Eqn. (21). The values of
the remaining coordinates are: x = y = 0 pm,
r = 120 pm and φ = 0º. Flexibility in the rep-
resentation of data from the electronic
structure calculations (shown with ◊ marks
in the Fig.) is somewhat increased, if a

(21)

Fig. 5. Schematic representation of the Cu18
cluster chosen to describe the Cu(100) sub-
strate. The Fig. defines the coordinates ϑ, φ, x, y,
z. The CO distance r is not shown explicitly. The
unit fcc unit cell is also indicated. 

Fig. 6. One-dimensional sections of the potential energy surface for the adsorption of CO on Cu(100):
a: in the sequence Cu-C-O (perpendicular to the surface, ϑ = 0º); b: in the sequence Cu-O-C (per-
pendicular to the surface, ϑ = 180º). The remaining coordinates have values x = y = 0 pm and r = 120
pm. The different curves correspond to: ____ this work, fitted curve to data from DFT calculations (◊)
as explained in the text; – – – from an evaluation of the hypersurface defined in [47].
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function of the following type is used: 

where α(ϑ) is defined as 

The importance of the factor containing
the ε6-parameter was discussed in Eqn. (4)
above. Here, it is applied to the z-coordi-
nate. All parameters introduced in Eqn. (22)
are essentially smoothly varying functions
of the remaining external coordinates x, y
and φ. These functions will be discussed in
a separate work [55].

The curves in Fig. 6a show that the PES
from [47] probably underestimates the des-
orption energy. This representation is also
not capable of yielding secondary, shallow
minima that might possibly exist, as indi-
cated in Fig. 6b. However, secondary mini-
ma may be represented by a form like that
of Eqn. (22).

Fig. 7 shows one-dimensional sections
of the PES along the polar coordinate ϑ at z
= 250 pm, a center-of-mass distance from
the surface that is close to the equilibrium
distance at the adsorption well, and a C-O
separation of r = 120 pm. Fig. 7a is a sec-
tion at x = y = 0 pm, thus at the on top site
position of the central Cu atom in Fig. 5,
and at the azimuthal angle φ = 0º. This curve
does indeed not depend on φ, because the
atomic Cu diameter is much larger than the
C-O separation. Fig 7b is a section at x = y
= 128 pm, thus at a hollow site position in
the present model, and at the azimuthal an-
gle φ = 45º. We see that the semi-empirical
potential respresentation from [47] is able
to describe the data from electronic struc-
ture calculations in a semi-qualitative way
only. In particular the bending potential
seems to be too stiff. A more detailed dis-
cussion of this issue will be given else-
where [55].

3. Conclusions

Analytical representations of potential
energy hypersurfaces are important tools
for the calculation of spectroscopic, struc-
tural and dynamical properties of poly-
atomic molecular systems. In this work we
have discussed some analytical forms that
may be useful for the derivation of global,
flexible, compact and robust analytical rep-
resentations. These criteria should be gen-
erally satisfied for successful derivations of

realistic potential energy surfaces.
In particular, adequate forms for two

classes of molecular systems have been
studied: those having a distinguished cen-

tral atom, and surface adsorbed diatomic
molecules. While for the first class a com-
plete, full-dimensional, generic analytical
representation using these forms is avail-
able with applications to methane
[14][28]57] and ammonia [19][27][58],
work on full-dimensional representations is
in progress in our laboratory for the second
class of systems discussed here.

Since the early days of quantum me-
chanics [59][60], chemists, atomic and mo-

(22)

Fig. 7. One-dimensional sections of the potential energy surface for the adsorption of CO on Cu(100)
as functions of the polar coordinate ϑ at z = 250 pm, r = 120 pm: a: at the on-top position x = y = 0
pm and φ = 0º; b: at the hollow site position x = y = 128 pm and φ = 45º (the Cu-Cu distance is fixed
at 255.6 pm in our model [56]); see also Fig. 6. 
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lecular physicists have been inspired by the
smoothness of analytical functional forms
to develop simple theoretical tools for the
understanding of molecular structure and
dynamics. With increasing complexity of
the problems, the simplicity of the tools de-
creased. The ideas presented in this work
might contribute to progress in the field of
representations of potential energy surfaces
for vibrational and rotational motion in
polyatomic molecular systems.
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