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Abstract: Photoionization is a process taking place on attosecond time scales. How its properties evolve from
isolated particles to the condensed phase is an open question of both fundamental and practical relevance.
Here, we review recent work that has advanced the study of photoionization dynamics from atoms to molecules,
clusters and the liquid phase. The first measurements of molecular photoionization delays have revealed the at-
tosecond dynamics of electron emission from a molecular shape resonance and their sensitivity to the molecular
potential. Using electron-ion coincidence spectroscopy these measurements have been extended from isolated
molecules to clusters. A continuous increase of the delays with the water-cluster size has been observed up
to a size of 4–5 molecules, followed by a saturation towards larger clusters. Comparison with calculations has
revealed a correlation of the time delay with the spatial extension of the created electron hole. Using cylindrical
liquid-microjet techniques, these measurements have also been extended to liquid water, revealing a delay rela-
tive to isolated water molecules that was very similar to the largest water clusters studied. Detailed modeling
based on Monte-Carlo simulations confirmed that these delays are dominated by the contributions of the first
two solvation shells, which agrees with the results of the cluster measurements. These combined results open the
perspective of experimentally characterizing the delocalization of electronic wave functions in complex systems
and studying their evolution on attosecond time scales.
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1. Introduction
When ionizing radiation interacts with matter, electrons are

emitted on attosecond (1 as = 10-18 s) time scales. This so-called
photoelectric effect has been the subject of many studies over
more than one century.[1] With the advent of attosecond science,
the photoelectric effect in atoms has become accessible to time-
resolved experiments with first results being reported about one
decade ago.[2,3] These experiments, and many more[4-25] includ-
ing work on atomic solids, have revealed fascinating insights
into atomic physics, electronic correlations and resonance ef-
fects. Atomic systems share a fundamental spherical symmetry,
which is reflected in orbital-angular-momentum selection rules.
Similarly, the interaction potential between the photoelectron and
the parent ion also possesses spherical symmetry, which leads to
significant simplifications of the photoionization dynamics. As
a result, a set of partial-wave amplitudes and phase shifts fully
characterizes atomic photoionization, including its attosecond dy-
namics. These partial-wave amplitudes and phase shifts contain
a considerable amount of information on the electronic structure
and dynamics of the atoms, which includes electron correlations,
resonance effects and collective electronic dynamics.

This review is dedicated to the recent extension of this promis-
ing field of research to molecules, clusters and liquids, in an effort
to extend attosecond science to the complex systems relevant to
chemistry. The transition from atoms to molecules comes with
two fundamental changes, i.e. the loss of spherical symmetry and
the extension of the electronic wave functions over more than one
atom. We will discuss the first measurement of molecular photo-
ionization delays, as well as a few related recent experiments that
highlight the information content of such measurements. Moving
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ence of two-photon transitions (RABBIT) technique, which is
adequately described by lowest-order perturbation theory,[26] and
the attosecond streak camera, which can be viewed as an electron-
trajectory propagation clock.[8] Both techniques have in common
that they combine extreme-ultraviolet (XUV) and infrared (IR)
light fields. For the XUV fields, the RABBIT technique employs
an attosecond pulse train (APT), while the attosecond streak cam-
era employs, instead, an isolated attosecond pulse. The phase-
locked XUV-IR light fields build up an attosecond interferometer
to probe the time-resolved quantum dynamics during the light-
matter interaction. The attosecond time resolution of the interfer-
ometer is maintained by the attosecond time duration of the XUV
burst and the fine pump-probe time delay converted from the pre-
cisely controlled motion of a delay stage on the nanometer scale.

2.1 Wigner time delay in scattering
Time and phase are two key parameters to characterize the dy-

namics of a quantumwavepacket exposed to an atomic or molecu-
lar potential and a radiation field. There is no Hermitian operator
in quantum mechanics to represent time. However, the concept
of scattering time delay was developed and derived by Eisenbud,
Wigner, and Smith in the context of a quantum-mechanical theory
as an energy deriative of the scattering potential phase shift im-
parted during the propagation of the particle through the potential.
[27,28] This scattering phase shift can be viewed as the analogue of
the group-velocity delay of an optical wave propagating through
a dispersive medium. Each partial wave of the incident projectile
obtains a total phase shift of δl(k) and a corresponding time delay
τ
l,wig

= 2 dδl (k)/dE. The scale factor of ‘2’ originates from the
incoming and outgoing process of the projectile interacting with
the scattering potential.

Photoionization can be described as a half-scattering process
starting from the center of the potential, such that its time delay is
given by τ

l,wig
= dδl (k)/dE = ∂[arg〈f|d|i〉]/∂E, where the |f〉 and

|i〉 are the final and initial state and d denotes the dipole opera-

on from isolated molecules to molecular clusters, the possibil-
ity of studying the properties of the electronic wave functions of
clusters, in particular their spatial delocalization, emerges. As we
will show, we find a notable correlation between the measured
photoionization delays and the spatial extension of the electron
hole created during the ionization process. We theoretically pre-
dict that this phenomenon is not restricted to (water) clusters,
but can also be observed in covalently bound molecular systems.
Finally, the extension to the liquid phase will be discussed. In
spatially extended liquid-phase systems many additional effects
can potentially come into play. Interestingly, our experiments
and detailed Monte-Carlo simulations still suggest a relatively
simple interpretation of attosecond photoionization delays from
liquid water. Specifically, we find that the measured time delays
are dominated by the influence of the first two solvation shells,
a conclusion that agrees with the independent conclusion drawn
from the water-cluster measurements. These conclusions suggest
that liquid-phase attosecond chronoscopy might become a power-
ful technique for measuring the electronic structure and dynam-
ics of aqueous-phase systems, including elementary charge- and
energy-transfer processes on fundamental time scales.

This review is organized as follows. First, we briefly review
the principles of attosecond interferometry, and outline the rela-
tion between its observables and photoionization delays. Second,
we review recent experiments that measured photoionization
delays in molecules,[9,23,24] molecular clusters[25] and molecular
liquids.[19] In each case, we discuss the particular sensitivities of
photoionization delays and the underlying electronic properties
that they provide access to. Finally, we conclude this review with
a recapitulation of the most important insights and provide an
outlook on future directions opened by these advances.

2. Principles of the attosecond interferometry
Two main approaches to attosecond chronoscopy have been

developed: the reconstruction of attosecond beating by interfer-

Fig.1. Schematic diagram of attosecond interferometry. The phase stabilized XUV-APT and NIR pulse are focused onto the targets ranging
from isolated molecules over water clusters, to liquid micro jets (the inset in right corner). The momentum and kinetic energy of the generated ions
and electrons are measured as a function of the pump-probe delays. The inset in the left corner shows the energy diagram of the sideband electron
generation.
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complex-valued principal-component analysis fitting method to
extract the photoionization delays from spectrally overlapping
photoelectron spectra.[31] In the first step, the XUV-only photo-
electron spectrum is fitted with a set of Gaussians to identify the
main bands from each ionized orbital or band. In a second step,
an additional set of Gaussians is added to reproduce the XUV+IR
photoelectron spectrum. Next, a Fast-Fourier Transformation
(FFT) is done along the time-delay axis of the attosecond photo-
electron spectra and the resulting band in the complex-valued FFT
around the 2ω

NIR
angular frequency is fitted by multiplying each

Gaussian component obtained in the XUV+IR fit with a complex
amplitude ezj,where p

j
(E) is the Gaussian fit for the photoelectron

band j. This complex number z
j
= a

j
+ ib

j
simultaneously accounts

for the side-band specific delay τ
j
= −b

j
/(2ω

NIR
) and allows for a

finite modulation contrast when |eaj | < 1. This method has been
successfully applied to the analysis of RABBIT measurements of
molecules, clusters and liquids, as further discussed below.

3. Photoionization dynamics from molecules over
clusters to liquids

3.1 Molecules
The recent advancement of attosecond light sources and the

associated development of attosecond interferometry provide
powerful approaches to probe and even control the electronic
dynamics of matter on attosecond time scales. Following the
measurements of atomic photoionization delays,[3,29] our group
reported the first measurements of molecular photoionization
delays.[9] This experimental breakthrough was accompanied by
the development of the theoretical framework for the description
and interpretation of such measurements.[30] Our measurements
accessed the energy-dependent photoionization delays between
the two outermost valence orbitals of N

2
O and H

2
O molecules, as

shown in Fig. 2 A. These measurements were realized by using
a single-shot detection scheme allowing for the reconstruction of
the XUV-only one-photon-ionization spectra, the XUV+IR two-
photon-ionization spectra, as well as the difference of two such
spectra, acquired in immediate temporal sequence. The APT was
additionally spectrally filtered by employing 100-nm-thin metal
foils, specifically, a tin filter transmitting harmonic for orders
11 – 15 (16.4 – 23.9 eV), a titanium filter for orders 15 – 21
(26.5 – 32.5 eV), or a chromium filter for orders 23–27
(35.3 – 43.4 eV). The spectral decongestion achieved by filtering
the APT in this way crucially contributed to achieve a manageable
spectral overlap and extract photoionization delays ofN

2
OandH

2
O

molecules.
As shown in Fig. 2B, the delaysmeasured inN

2
O increase from

21.7 eV to 31.0 eV, where they reach a maximum delay difference
of 160±34 as. In the same spectral domain, the time delays mea-
sured in H

2
O are much smaller in magnitude. The interpretation of

these time delays was enabled through the development of a theo-
retical framework, described in more detail in Ref. [30], which
describes the time delay measured in sideband of order 2q as

where 2q±1 indicates the order of the high harmonics involved in
the one-photon XUV transitions. Similarly to atomic time delays,

(1)

(2)

tor. The final measured time delays are the result of a coherent
sum of partial waves and incoherent sum over degenerate initial
states. The scattering phase shift in each partial wave with angular
momentum l can be decomposed into a sum of contributions from
the short-range potential, the centrifugal-potential barrier -πl/2,
where the scattering phase shift contains one term from the short-
range potential and another term from the Coulomb potential as
argΓ(l + 1 -iZ/k), where Z is the atomic number and k is the wave-
number of the ejected photoelectron.

2.2 RABBIT and two-photon time delays
In this article, we focus on the measurement protocol via

RABBIT (the reconstruction of attosecond beating by interfer-
ence of two-photon transitions). An XUV attosecond pulse train
(XUV-APT) is generated from an intense, ultrashort near-infrared
laser pulse by high-order harmonic generation (HHG). On the
sample, the ionizing XUV is superimposed with a precisely time-
controlled replica of the driving NIR pulse. The XUV radiation
produced by the HHG process in noble gases consists of only odd
harmonic orders. Photoionization of the sample due to odd order
harmonics leads to a comb-like photoelectron spectrum. The addi-
tional absorption or stimulated emission of one NIR photon leads
to sidebands (SBs) at kinetic energies corresponding to the even
harmonics. These processes are illustrated in the inset of Fig. 1.
The two quantum pathways (harmonic line 2q-1 with the absorp-
tion of one NIR photon and harmonic line 2q+1 with stimulated
emission of one NIR photon) are interfering, which leads to an
oscillation with twice the driving NIR laser frequency (ωNIR) of
the sideband intensity as a function of the time delay between the
XUV and IR light fields. In the time domain, the oscillations of
the sideband 2q are given by S(τ) = α + βcos(2ωNIRτ - φSB), where
φSB=∆φxuv +∆φsys, and∆φxuv is thedifferenceof the spectral phases
of the neighboring harmonic orders (2q+1 and 2q-1), which char-
acterizes the chirp of the XUV-APT. ∆φsys is the system-specific
phase difference, which is equivalent to the photoionization delay.
In cases where a single partial wave is sufficient to describe the
photoionization process, ∆φsys can be further decomposed as ∆φsys

= ∆φwig + ∆φcc. In atomic photoionization from an s orbital, this
condition is usually fulfilled and in the remaining atomic cases,
the Fano propensity rule favors a single partial wave.[29] In the case
of molecules, further discussed below, there is often no dominant
single partial wave, which leads to the interference ofmultiple par-
tial waves that prevents the complete separation of ∆φwig and ∆φcc.
[30]Using the sum over partial waves, the photoemission-angle-re-
solved and delay-dependent sideband intensity can be written as:

,
and the sideband phase can be written
as

where +/- indicates the NIR photon absorption and
emission pathway, M

L lm
is the two-photon transition-matrix ele-

ment with a final angular momentum of L, the initial and inter-
mediate angular momenta being l, and λ. The initial magnetic an-
gular momentum number m is conserved during the two-photon-
transition process because of the linear and parallel polarization
conditions between XUV and NIR. The measured sideband phase
is defined by the coherent interference between different partial
waves for each m channel and an incoherent sum over different
ionic residual channels when the initial state is degenerate.

2.3 Complex-fit method
The broad photon-energy bandwidth of the XUV-APT pro-

vides the possibility to clock the photoionization dynamics in the
time and frequency domains. However, due to the broad photo-
electron spectra of molecules, clusters, liquids and solids, the
spectral overlap of multiple orbitals or bands increases the chal-
lenge of reconstructing the photoionization phase shifts or time
delays. We solved this problem in a general way by developing a
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shape resonances are in the range of hundreds of attoseconds. In
the case of N

2
O, the shape resonance in the HOMO-1 photoion-

ization channel, responsible for the local maximum at 31.7 eV, has
an experimentally unknown lifetime because the energy-resolved
cross sections do not display the characteristic Lorentz or Fano
line shapes. As a consequence, time-resolved measurements are
necessary for accessing the lifetime of such a resonance. In the
calculations, the lifetime of the resonance in the HOMO-1 chan-
nel was found to be ~110 as, i.e. nearly identical with the calcu-
lated relative time delay at 31.7 eV in Fig. 2B. Since the calculated
relative time delay underestimates the measured delay by ~50 as,
it is to be expected that the actual lifetime of the shape resonance
actually amounts to ~160 as, which is within the error range of
the simplified calculation of the resonance lifetimes (see Ref. [9]
for details).

Four years after this first study of molecular photoionization
delays, the effect of the final vibrational state of the molecular ion
on the shape-resonance lifetimes was investigated[21]. Using the
well-known and well-characterized shape resonance of N

2
at

~30 eV as an example, vibrationally-resolved RABBIT measure-
ments were recorded, and the extracted relative delays are dis-
played in Fig. 3.

Between photoabsorption and the escape of the electron from
the shape resonance, the nuclei may move and modify the potential
experienced by the photoelectron. This can lead to a phase shift im-
printed on the photoionization process. Nandi et al. used RABBIT
in combinationwith high spectral resolution to capture the influence
of nuclear motion onto the centrifugal potential barriers in the 3σ 1

g
shape resonance in N

2
molecules. The final-state vibrational wave

functions of N
2
+ at v' = 0 and v' = 1 have maxima at two differ-

ent internuclear distances of R=1.113 Å and 1.09 Å, respectively.
As shown in Fig. 3, the vibrational-state-resolved photoelectron
kinetic-energy spectra (PES) were experimentally measured and
theoretically simulated. The theoretical calculations demonstrate
that a very small stretching of the internuclear separation of around
0.02 Å can induce a photionization time delay variation of 200 as.
This vibrational-state-resolved time-delay difference between the
v' = 1 and 0 vibrational levels indicates that the electron-nuclear

Fig. 3. Attosecond photoemission time delays of N2 molecules. (A). Time
delay difference between X and A state for v=0. (B). Photoionization
cross section of the X state. (C). Time delay difference between v=1 and
v=0 for X state. (D). Same as (C) but for A state. The open circles with
solid line represent theoretical results and the experimental results are
highlighted by the dashed line. Figure adapted from ref. [21].

and using a related approach, these photoemission-angle-integrat-
ed effective time delays in the laboratory frame can be decomposed
as τ(2q)=τ

cc
(2q)+τ

mol
(2q). However, in contrast to the atomic case

with a single (relevant) continuum partial wave, τ
mol
(2q) is not

identical with the one-photon-ionization delay τ
1hν(2q) at the same

photon energy. In the cases studied so far, a good agreement was
however found between τ

mol
(2q) and τ

1hν(2q).
[9,20,24,32,] The delays

calculated according to this formalism are shown in Fig. 2. They
agree well with the experimentally measured results.

Of particular interest in these results is the local maximum
at 31.7 eV in the N

2
O results, which is caused by a shape reso-

nance. Shape resonances occur when the combined centrifugal
and molecular potentials support quasibound states that decay by
tunneling through the potential barrier. Typical lifetimes of such

Fig. 2. Molecular photoionization time delays in N2O and H2O. (A).
Attosecond interferometry of N2O molecules. (B). Measured photoemis-
sion time delay differences between electrons removed from HOMO-1
and HOMO of N2O molecule. (C). As same as (B) but for H2O molecule.
(D,E). C calculated photoionization time delays. (F). Shape resonance of
σ symmetry in the photon-energy range of 25–30 eV associated with the
A state of the N2O cation. Figure adapted from ref. [9].
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coupling effect has an influence on the attosecond time scale of the
photoionization process.

The information content of molecular photoionization delays
can be increased even further by performing measurements in the
molecular frame. The development of the electron-ion three-di-
mensional momentum coincidence spectroscopy from the begin-
ning of this century[34,35] paved theway to amolecular-frame recon-
struction, which is possible in the case of dissociative ionization
under the assumption of the axial-recoil approximation. The latter
consists in assuming that the molecular rotation can be ignored
during the dissociative photoionization process. Depending on the
fragmentation pattern of the molecular ion, measurements can be
performed either in the molecular frame or in the recoil frame of
the molecular cation. Pioneering photoionization delay measure-
ments that made use of these methods addressed H

2
[36] and the

determination of “stereo”-time delays in CO,[18] i.e. the difference
of the time delays for emission towards the C- vs. O-end of the
molecule. This latter study, supported by advanced calculations,
extracted very interesting information on the stereo time delays
of CO and their interpretation in the molecular frame. Limitations
to the axial-recoil approximation in the photoionization of CO are
further discussed in the supplementary material of Ref. [24].

In the first application of attosecond electron-ion coincidence
spectroscopy to polyatomic molecules, our group has studied the
recoil-frame photoionization delays of several shape resonances in
CF

4
[23].As shown in Fig. 4, our experimental results reveal a photo-

ionization time delay of up to 600 as relative to argon caused by a
shape resonance in the photoionization of the outer-valence orbit-
als 1t

1
(HOMO) and 4t

2
(HOMO-1). In channel 1t

1
, a relative delay

of 614(±190) as was measured in the vicinity of the shape reso-
nance, which is substantially larger than any previously reported
time delays. Figure 4C shows the wave function of the bound elec-
tron as well as that of the continuum wave function at resonance.
The resonant continuum wave function shows the signature of the
cage effect, caused by the presence of four fluorine atoms featuring
a high electron density. Figure 4B shows that the 4t

2
channel ex-

hibits two overlapping shape resonances with symmetries t
2
and a

1
.

The electron wave function of the 4t
2
orbital and the a

1
continuum

at the energy of the corresponding shape resonance are shown in
Fig. 4D, where a strong molecular cage effect could be well iden-
tified from the localization of the electron wavefunction around
carbon and fluorine atoms. Furthermore, the time delays have also
been resolved as a function of the emission direction relative to the
dissociation axis of CF

4
+. A strong variation of the angle-resolved

time delay was observed in the recoil frame of F---CF
3
+. In the case

of the 1t
1
channel, the t

2
shape resonance has been shown to cause a

pronounced asymmetry of the photoionization delay between the F
and CF

3
+ sides of τ

CF3+
- τ

F
= 250 as at a photon energy of 18.6 eV

(SB12), which changes sign to +40 as at 21.7 eV (SB14), before
decreasing to much smaller values at higher photon energies. In
the case of the 4t

2
channel, large asymmetries were also found at

the same two lowest photon energies, which disappeared at higher
energies. In both cases, the large asymmetries were observed at
the photon energies corresponding to the shape resonances and
could be well explained through the resonant enhancement of very
few partial waves through the presence of the shape resonance.
This small subset of partial waves causes the observed large asym-
metries of the time delays. The presence of the shape resonances
additionally causes a rapid variation of the scattering phases with
energy, which causes the observed inversions of the relative delays
from one sideband to the next. Finally, in the case of the 4t

2
chan-

nel, the effect of interference between photoemission from the two
overlapping shape resonances (of a

1
and t

2
symmetry) on the angle-

resolved time delays has also been demonstrated.[23]
The asymmetric initial state and landscape of the molecular

potential cause an asymmetric shape resonance.[37] Gong et al.
investigated the molecular-frame photoionization time delay in

the vicinity of the shape resonance of the NO molecule[24] by us-
ing XUV-APT photons with energies ranging from 23.8 eV to
36.5 eV. As shown in Fig. 5, a maximum of 150 as time delay
difference is observed between photoemission from the nitrogen-
atom and oxygen-atom end of the molecule. The quantum-scatter-
ing calculations supporting these results demonstrated that the
molecular-orientation-dependent photoionization time-delay dif-
ference can be ascribed to the coherent partial-wave interference
between the resonant and nonresonant partial waves.

Fig. 4. Laboratory-frame photoionization time delays of CF4 molecules.
Experimentally measured photoionization time delays of the electron
removal from 1t1 (A) and 4t2 (B). (C) Three-dimensional orbital wave func-
tions for the 1t1 HOMO (left) and the t2 dipole-prepared wave function at
the resonance energy (right). (D) Same as (C), but for 4t2 HOMO-1 and
its dipole-prepared resonant a1 wave function. Figure adapted from ref.
[23].

Fig. 5. Molecular-frame photoionization time delay of nitric oxide mol-
ecules. The blue and orange dots indicate the photoelectron emitted
to the N atom and O atom sites, respectively. The cyan dots show the
angle-resolved time delays with the light polarization averaged over all
directions in the dipole plane. Figure adapted from ref. [24].
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tween electronic structure and attosecond photoionization dy-
namics.

The cluster-size-dependent delocalization can be viewed as an
analogue of Anderson localization,[38] translated from space
groups to the case of point groups. In the same way that the trans-
lational symmetry of crystals results in fully delocalized bands
(Bloch states), and the presence of defects causes their localiza-
tion, here, the high point-group symmetry of the small clusters (S

4
in the case of the most stable tetramer) leads to the delocalization
of the cluster orbitals (Fig. 7, top left) and their localization in
larger clusters. It is known from electronic-structure calculations
on bulk liquid water (using periodic boundary conditions) that
electronic wave functions in bulk liquid water also display a par-
tial localization of the electronic wave functions.[39,40]

The present measurements are the first attosecond time-re-
solved experiments on clusters. They are providing experimental
access to the electronic dynamics of ionization on a time scale
where nuclear motion cannot possibly contribute. This offers the
first direct probe of purely electronic motion during the ioniza-
tion of clusters. The ionization of water (clusters),[41,42] that pre-
determines the subsequent femtosecond nuclear dynamics is thus
made experimentally accessible via the newly developed ASCS.
It further confirms that the initially created hole is partially delo-
calized and offers a pathway to quantifying the delocalization of
this electron hole.

3.3 Photoemission delays from liquid water
Finally, we discuss the extension of attosecond spectroscopy

to the liquid phase. Previous experiments on liquids were lim-
ited to the femtosecond time scale, e.g. via optical and elec-
tronic spectroscopies, and most recently using X-ray transient
absorption spectroscopy[42,43] and ultrafast electron diffraction

Fig. 7. Cluster size resolved water clusters photoionization time delays
of the 1b1 electron band at (A) SB12 and (B) SB14. The red dot in (B)
shows the relative delay obtained in the liquid-phase measurements
[19]. Figure adapted from ref. [25].

A two-center treatment gives a complementary view of the
asymmetric time delay from the classical scattering in the sym-
metric and asymmetric potentials. It was found that the asymme-
try was largely induced by the asymmetric final scattering state.
The energy-dependent time delays in the vicinity of the shape
resonance and anisotropic property in the molecular frame reveal
that the photoionization time delays carry the structure of the mol-
ecules and the electronic and electron-nuclei interaction at the
instant of photoionization, opening a possibility to investigate the
spatial aspect of the molecular potential.

3.2 Size-resolved photoionization time delays in small
water clusters

To bridge the gap between the measurements of photoioniza-
tion dynamics of isolatedmolecules[9] and the condensed phase,[19]
we have developed attosecond size-resolved cluster spectroscopy
(ASCS) and used it to build up a molecular-level understanding of
the attosecond electron dynamics in water.[25] Compared to iso-
lated molecules, the clusters offer the possibility of studying the
extent of delocalization of the electronic wave functions, as well
as the influence of scattering off molecular entities that remain
largely neutral during the photoionization process. Control over
the size of the cluster allows studying the effect that the addition
of every single molecule has on the photoionization delay.
Experimentally, a unique RABBIT trace is obtained for each mea-
sured water-cluster unit, as presented in Fig. 6. The sharp peak
with a mass-over-charge ratio (MOC) of 18 is the H

2
O+ cation,

generated via photoionization of the H
2
O monomer. The progres-

sion of broad maxima at higher MOCs is assigned to protonated
water clusters (H

2
O)

n
H+, which almost exclusively originate

from the dissociative ionization of the next higher water cluster
(H

2
O)

n+1
.

As shown in Fig. 7, a continuous increase of the delay for
clusters containing up to 4-5 molecules and little change to-
wards larger clusters was observed in the SB12, corresponding
to a photoelectron kinetic energy of 6 eV. Advanced electron-
molecule scattering calculations, including coupled-channel
photoionization calculations, demonstrate that these delays are
proportional to the spatial extension of the created electron hole,
which first increases with cluster size and then partially local-
izes through the onset of structural disorder. This discovery sug-
gests a previously unknown sensitivity of photoionization delays
to electron-hole delocalization and indicates a direct link be-

Fig. 6. Illustration of the fragmentation of small water clusters following
ionization (top) and mass spectrum of the water clusters, rion is the mea-
sured fragmentation radius at the detector. Figure adapted from ref. [25].
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imaging.[44]Despite considerable efforts taking place over many
decades, the photoionization dynamics of liquid water could nev-
er be temporally resolved. In particular, the roles of the spatial
extension of the electronic wavefunctions, the solvation structure,
elastic and inelastic electron scattering and the mean-free paths of
low-kinetic-energy electrons in liquidwater could not be assessed.
With the development of liquid-phase attosecond spectroscopy,[19]
this situation has fundamentally changed, which can be expected
to drive major progress in this field in the years to come.

The first realization of attosecond spectroscopy in the liquid
phase combined a high-vacuum-compatible liquid microjet[45]
with an attosecond interferometer,[9], as sketched in the top panel
of Fig.8. Owing to the difference in binding energies, the photo-
electron spectra associated with the water vapor and the liquid jet
can be distinguished, as shown through a principal-component
analysis in Fig. 8A and 8B. Using metallic filters to reduce the
bandwidth of the APT, single-shot-referenced data acquisition
based on chopping the IR beam at half of the laser repetition rate
and the complex-fit analysis[31] described in Section 2.3, we were
able to extract photoionization delays between the outermost (1b

1
)

valence shells of liquid and gaseous water. The obtained delays
amount to ∆τ = τ

liq
– τ

gas
= 69±20 as in SB14 (21.7 eV photon

energy) and ∆τ = 49±16 as in SB20 (31.0 eV photon energy). The
positive sign of these delays expresses the fact that photoelectrons
emitted from the liquid phase appear to be emitted later than those
from the gas phase.

Fig. 8. Attosecond interferometry with a liquid microjet (top). Attosecond
Photoelectron spectra were acquired with a Sn-filtered APT (bottom,
left column) or a Ti-filtered APT (bottom, right column). (A and B) PES
in the absence (blue) and presence (orange) of the IR field. (C and D)
Difference spectra (circles), principal components fit (line), and decom-
position (filled curves) into sidebands (orange) and depletion (blue). (E
and F) Difference spectra as a function of the XUV/NIR pump-probe
time delay. (G and H) Fourier-transform power spectrum of (E) and (F). (I
and J) Amplitude and phase of the 2ω component of RABBITT spectra.
Figure adapted from ref. [19].

Since we are comparing the photoemission delays from amol-
ecule with that of a condensed amorphous phase composed of the
same molecules, two types of contributions can be distinguished.
First, condensation modifies both the local electronic structure
and the local scattering potential of the emitted photoelectron,
resulting in a relative delay that reflects these two effects. Second,
in the condensed phase, the electron is transported from the point
of photoionization to the liquid/vacuum interface, which includes
electron scattering during transport, giving rise to a second con-
tribution.

By solving the time-dependent Schrödinger equation for a
model system that combines photoionization and transport scat-
tering, we have shown that the total delay measured in such a
setting is given by the sum of a local photoionization delay and a
“non-local” delay caused by transport scattering.[46] It was found
that two limiting cases can be distinguished, depending on the
comparison of the inelastic mean-free path (IMFP) with a charac-
teristic length L=4π/(k

2q+1
-k

2q-1
), where k

2q+1
and k

2q-1
correspond

to the momenta of the photoelectrons created by the neighbor-
ing harmonics of orders 2q+1 and 2q-1, respectively. In the case
IMFP<<L, the delays contributed by photoionization and each
scattering event add up, whereas in the opposite limit (IMFP>>L),
the scattering delays are cancelled by interference, such that the
total delay becomes equal to the photoionization delay.[46] Owing
to the considerable uncertainties associated with electron mean-
free paths in liquid water,[47-52] we have made use of a combina-
tion of ab-initio electron-water-cluster scattering calculations and
experimental data to determine these electron mean-free paths.[46]
On the basis of these results, the limiting case IMFP>>L applies
to liquid water in our measurements, such that the contribution
of electron scattering can be expected to be negligible. This con-
clusion was further confirmed by a complete three-dimensional
Monte-Carlo simulation of photoionization and electron trans-
port, which coherently combined (laser-assisted) photoemission,
(laser-assisted) electron scattering and transport to simulate the
RABBIT signals. These calculations confirmed that the overall
contribution of transport scattering amounted to only ~2 as, i.e. a
negligible contribution compared to the measured delays of 50-70
as. Consequently, the measured delays are most likely to origi-
nate from the local modification of the electronic structure and
the scattering potential, caused by condensation. This conclusion
was quantitatively supported by calculations of photoionization
delays of water clusters, which are summarized in Table 1. These
water clusters were chosen to be representative of the structure of
liquid water.[53] Specifically, (H

2
O)

5
with a tetrahedral coordina-

tion geometry was chosen to represent a water molecule with a
single solvation shell, whereas (H

2
O)

11
represented a water mole-

cule which additionally contained a partial second solvation shell.
The results summarized in Table 1 clearly show an increase of
the photoionization delay from the water monomer to (H

2
O)

5
and

(H
2
O)

11
. The extension of these calculations to larger clusters is

limited by state-of-the-art computational capabilities. They nev-
ertheless show that the addition of water molecules increases the
time delays and that the increase from the monomer to the largest
cluster is in good agreement with the experimentally measured
relative delays.

Overall, three different and conceptually independent ap-
proaches (TDSE, Monte-Carlo and quantum-scattering calcula-
tions) therefore agree to state that the dominant effect probed by
the relative photoionization delays of liquid and gaseous water is
not electron transport scattering, but the manifestation of the local
environment on the photoionization dynamics. This conclusion
is independently verified by the measurements on water clusters
summarized in Section 3.2. The synthesis of these two indepen-
dent experiments leads to a few additional remarks. The direct
comparison of the results in Fig. 7 and Table 1 reveals a striking
agreement in the magnitude of the photoionization delays of the
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Table1. Effect of condensation on photoionization delays. The calculated
values correspond to angle-averaged one-photon-ionization delays of
water (clusters), where cluster structures representative of liquid water
from an X-ray-absorption study[53] were chosen. The second half of the
table shows the time delay difference between water monomer and the
large cluster (n=11) and liquid results.

SB order photoionization time delays (as)

H
2
O (H

2
O)

5
(H

2
O)

11

14 49as 97as 110as

20 18as 29as 48as

theory
τ
n=11

-τ
n=1

experiment
τ
liq
-τ

gas

14 61as 69 ±20as

20 30as 49 ± 16as

largest water clusters measured in SB14 compared to liquid water
(red dot in Fig. 7B). These results also agree with the trend ob-
served in Table 1. The agreement of these trends and that of the
relative photoionization delays suggests that the correlation be-
tween the delays and the spatial extension of the electronic wave
functions also applies to liquid water. This in turn suggests that
the delay measurements on liquids can also be used to probe the
delocalization of electronic wavefunctions. This could be particu-
larly interesting for studying the degree of hybridization between
the electronic wave functions of a solute and its solvent. Owing
to the attosecond temporal resolution, such experiments would
naturally be free of the influence of any structural dynamics, pro-
viding access to purely electronic effects. In addition to probing
the electronic-structure effects of solvated systems, this newly
developed methodology will thus also access the electronic (de-)
localization dynamics of solvated systems, including applications
to the observation of charge- and energy-transfer processes.

4. Conclusions
We have reviewed the recent developments that have advanced

the measurements of attosecond photoionization dynamics from
atoms to molecules, clusters and liquids. In the case of molecules,
photoionization delays are sensitive to the anisotropy of the mo-
lecular potential, which gives rise to shape resonances and angular
dependencies in the emission dynamics of the photoelectrons. A
theoretical framework has been developed based on molecular
photoionization calculations and second-order perturbation the-
ory, which allows for a computationally efficient and physically
transparent interpretation of molecular photoionization delays.[30]
This approach has been widely adopted in the attosecond com-
munity by now. Using attosecond electron-ion coincidence
spectroscopy, the anisotropic photoionization delays caused by
a molecular shape resonance have been made accessible. The
further development of the same technique has added attosecond
temporal resolution to the study of clusters. The first attosecond
time-resolved measurements on clusters revealed a particularly
interesting result, i.e. a continuous increase of the photoionization
delays from the water monomer to the water tetramer, followed
by little variation for pentamers to heptamers. This variation of
the time delays has been found to correlate well with the spatial
extension of the electron vacancy created during ionization. This
spatial extension increases continuously from the monomer to
the tetramer, owing to the relatively high symmetry of the cor-
responding clusters, especially the most stable tetramer with S

4
symmetry. Most larger clusters have no symmetry elements at
all, which results in a partial localization of the electron hole to a

few neighboring molecules only, which is analogous to Anderson
localization in solids. Our results suggest that this localization
is mapped into the photoionization delays, which appear not to
increase beyond clusters larger than the tetramer. These results
therefore suggest that photoionization delays might carry infor-
mation about the spatial delocalization of electron vacancies,
opening the perspective of an experimental access to the spatial
extension of electronic wave functions in complex systems and,
potentially, attosecond time-resolved studies of their (de)localiza-
tion dynamics following electronic excitation or ionization.

Finally, using the cylindrical liquid-microjet technology, at-
tosecond interferometry has been extended to the liquid phase. A
positive delay of 50-70 attoseconds between the photoemission
from liquid and gaseous water has been measured. A theoretical
treatment of laser-assisted photoemission and laser-assisted elec-
tron scattering has been developed, which showed that photoemis-
sion delays from condensed-phase systems in general encode a
variety of effects, in particular photoionization delays, scattering
delays and electron mean-free paths. Typical mean-free paths for
electrons in water are, however, sufficiently long such as to cancel
the effects of electron scattering on the measured photoionization
delays, which were therefore predicted to be mainly sensitive to
photoionization delays. This conclusion was independently con-
firmed by calculating the photoionization delays of water clusters
characteristic of the structure of liquid water, which showed evi-
dence that the photoionization delays are mainly influenced by
the first two solvation shells. These results and their interpretation
are additionally confirmed by the cluster results discussed above.

The developed techniques can now be extended to solvated
molecules and ions, providing a set of new spectroscopic tech-
niques operating on the attosecond, i.e. purely electronic time
scales. These techniques will be able to address a myriad of
open scientific questions pertaining to the electronic structure
and dynamics of solvated species, such as the time scales of
Auger-Meitner decay[54] and interparticle Coulombic decay,[55-57]
and more generally all primary electronic processes that under-
lie charge and energy transfer in liquid-phase environments.
These new tools can be anticipated to drive major progress in
scientific understanding and novel applications over the decades
to come.
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