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Abstract: Due to the development of multi-collector inductively coupled plasma mass spectrometry (MC-ICP-MS) around 25 years ago, the isotopic compositions of a large range of elements (masses from Li to U) are now analyzed with high enough precision and accuracy to resolve subtle natural variations. These so-called 'non-traditional stable isotope systems' opened many new research avenues and are applied at an increasing rate in industry and research projects and in a broad range of different disciplines, including archeology, biology, physics, cosmochemistry and geology. Here, we briefly summarize the most basic concepts of MC-ICP-MS, introduce new technical developments and address important points on how to acquire accurate high-precision isotope measurements of non-traditional stable isotopes.
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Introduction

The measurement and application of isotope variations has a long-standing tradition in the natural sciences, ranging from tracing radioactive material, dating archeological artifacts, investigating biological metabolism, looking at atmosphere processes, determining the origin of elements in solar objects and dating geological events like large magmatic eruptions, Earth’s core formation or the extraction of continental crust from Earth’s mantle.[1–6] Variations in the isotope abundances of a substance, for instance, can be produced by radioactive decay (e.g. 235U and 238U decay to 207Pb and 206Pb), the production of isotopes by high-energy cosmic rays (e.g. 10Be production by cosmic ray spallation of nitrogen and oxygen) or mixing of isotopically distinct regions in the solar system (e.g. nucleosynthetic anomalies of 92Mo in meteorites). Chemical or physical processes are further able to fractionate isotopes of an element, i.e. different isotopes of that element partition to different degrees in coexisting phases in a natural system. The difference in the partitioning behavior can be related to the mass of the isotopes (mass-dependent fractionation) or it can be mass-independent. Mass-independent isotope fractionation is uncommon on the Earth’s surface today. It is usually caused by photochemical or spin-forbidden reactions (e.g. mass-independent S and Hg isotope fractionation due to photochemical reactions in the atmosphere[7,8]).

Most isotope fractionation observed in natural samples, however, is governed by mass-dependent processes.[9] Here, the mass of an atom affects the force constants of chemical bonds as well as the vibrational, rotational and translational energy of atoms.[10] The small difference in mass between isotopes of an element is sufficient to influence their stability and behavior during physicochemical processes. Virtually all physicochemical
processes, from evaporation-condensation processes in the water cycle, over metabolic processes in plants and animals to the differentiation of a planetary body into an Fe-Ni core and a silicate mantle leave behind fingerprints in the form of a mass-dependent isotopic signatures.

As it is difficult to determine absolute isotope abundances of an element in a sample to a high precision and accuracy, isotopes are always measured and reported as ratios. For mass-dependent fractionation, the observed isotopic ratios scale with the difference in mass of the isotopes involved. For example, the fractionation of $^{18}$O relative to $^{16}$O is around 2 times larger than between $^{17}$O and $^{16}$O. However, changes in the isotope ratios $^{18}$O/$^{16}$O and $^{17}$O/$^{16}$O are small, usually less than 5%. For elements with heavier masses these changes are often even smaller than 0.1%. Therefore, isotopic ratios are reported relative to a common reference material using the $\delta$-notation defined as:

$$
\delta^{18/16}O = \left( \frac{^{18}/^{16}A_{\text{Sample}}}{^{18}/^{16}A_{\text{Reference Material}}} - 1 \right) \times 1000 \quad (1)
$$

where $j$ and $i$ are two different isotopes of element A. A further advantage of the $\delta$-notation is that it enables different laboratories to compare their results. For mass-dependent isotope fraction it follows that two different $\delta$-values of the same element follow a linear correlation with the slope defined by the difference of the masses of the isotopes used; for example, $\delta^{18/16}O$ and $\delta^{17/16}O$ are linearly correlated by $\delta^{18/16}O = 2 \times \delta^{17/16}O$. Because the relative mass difference between isotopes of light elements is bigger than of heavy elements, the degree of mass-dependent isotope fractionation is strongest among light elements and thus analytically easier to detect. Instruments capable of precisely determining isotope ratios of H, C, O, N, S, and $\pm$ Si were established in the natural sciences already around 1950.[13–16] However, analytical development and improvement on sample preparation over the last 20 years made it possible to measure the isotopic composition of many other elements to a sufficiently high precision and accuracy to be able to resolve subtle isotope fractionation.

A key development was the construction of a multi-collector inductively coupled plasma mass spectrometer (MC-ICP-MS), an instrument that combines a magnetic sector field mass spectrometer with multiple collectors that allow to analyze several isotopes simultaneously. Furthermore, the plasma source makes the instrument very versatile, as elements with an ionization potential of below 10 eV are ionized with an instrument that combines a magnetic sector field mass spectrometer (MC-ICP-MS), an instrument that combines a magnetic sector field mass spectrometer with multiple collectors that allow to analyze several isotopes simultaneously. The sample is introduced into the plasma as an aerosol (gas or vapor). Most often, this is done by either converting a solution into a vapor with a nebulizer system, or a solid into a gas with a laser ablation system. In the plasma, the elements are ionized at temperatures of about 6000 to 8000 K. The ions are then extracted from the plasma into the mass spectrometer in the interface and ion optics regions. Instrument designers face several challenges; a) the ions need to be sampled, b) the atmospheric pressure in the ICP source needs to be linked to the high vacuum (10$^{-6}$ to 10$^{-9}$ mbar) in the interior of the mass spectrometer, c) electrons, photons as well as other particulates need to be stripped off the ion beam, as they cause signal instability and high background levels, and d) the ion beam needs to be accelerated and focused before it enters the mass separation and detector parts of the instrument. To achieve these tasks, the interface is equipped with two different cones that have small holes of around 0.8 to 1.2 mm and 0.4 to 0.8 mm, respectively. The volume between the two cones is maintained at a vacuum of around one millibar by the interface pump that also removes most of the plasma and sample gases. After the second cone, a pumping system including several turbo pumps produce a high vacuum of <10$^{-7}$ mbar. Because of this strong difference in pressure between the interior of the instrument and the ICP region, the ions are sucked into the mass spectrometer. Here, an extraction lens selectively and actively accelerates positive ions away from the interface region into an ion optic system, which improves the transmission and ultimately the detection limit of low mass ions, as they tend to be at the edges of the ion beam and would otherwise be partly lost. The optic system then focuses, accelerates and shapes the ion beam onto the entrance slit, through which the ionized sample is passed on to the mass analyzer part of the MC-ICP-MS. The main task of the mass analyzer part is to separate the ions based on their mass to charge ratio ($m/z$) with a magnet. However, a problematic aspect is that the plasma produces ions with a large range of kinetic energies, which would result in inferior mass separation. Therefore, an electrostatic analyzer (ESA) is placed before the magnet to filter the ions based on their kinetic energy. In some of the older generation MC-ICP-MS instruments, collision cells have been used for this task instead of an ESA. In a collision cell, the ions collide with a gas (often Ar or He) and the energy transfer that occurs during these collisions reduces the energy spread of the ions. After the ions have been filtered for their kinetic energy, they pass the magnetic sector analyzer where they become separated by their $m/z$ ratio, and then they travel along different trajectories to several detectors that record the different isotopes of interest simultaneously.

High-precision analysis of non-traditional stable isotopes is not trivial. Here, we summarize some of the most important concepts on how to perform high-precision isotope measurements in solution mode using a MC-ICP-MS.

Several instruments published for the analysis of the isotopic composition of Mg, Ca, Sr, Ba, Te, W, Hg, Tl and U, and for many of these systems the most important functionalities of a MC-ICP-MS and we forward the interested readers to articles that discuss the built up of these instruments in more detail[13–16] and that have been used to write the short summary below.

Multi-collector inductively coupled plasma mass spectrometers are instruments that combine an ICP plasma source, an energy filter, a magnetic sector analyzer and several collectors that allow the simultaneous measurement of different isotopes (Fig. 1). The sample material is introduced into the plasma as an aerosol (gas or vapor). Most often, this is done by either converting a solution into a vapor with a nebulizer system, or a solid into a gas with a laser ablation system. In the plasma, the elements are ionized at temperatures of about 6000 to 8000 K. The ions are then extracted from the plasma into the mass spectrometer in the interface and ion optics regions. Here, instrument designers face several challenges; a) the ions need to be sampled, b) the atmospheric pressure in the ICP source needs to be linked to the high vacuum (10$^{-6}$ to 10$^{-9}$ mbar) in the interior of the mass spectrometer, c) electrons, photons as well as other particulates need to be stripped off the ion beam, as they cause signal instability and high background levels, and d) the ion beam needs to be accelerated and focused before it enters the mass separation and detector parts of the instrument. To achieve these tasks, the interface is equipped with two different cones that have small holes of around 0.8 to 1.2 mm and 0.4 to 0.8 mm, respectively. The volume between the two cones is maintained at a vacuum of around one millibar by the interface pump that also removes most of the plasma and sample gases. After the second cone, a pumping system including several turbo pumps produce a high vacuum of <10$^{-7}$ mbar. Because of this strong difference in pressure between the interior of the instrument and the ICP region, the ions are sucked into the mass spectrometer. Here, an extraction lens selectively and actively accelerates positive ions away from the interface region into an ion optic system, which improves the transmission and ultimately the detection limit of low mass ions, as they tend to be at the edges of the ion beam and would otherwise be partly lost. The optic system then focuses, accelerates and shapes the ion beam onto the entrance slit, through which the ionized sample is passed on to the mass analyzer part of the MC-ICP-MS. The main task of the mass analyzer part is to separate the ions based on their mass to charge ratio ($m/z$) with a magnet. However, a problematic aspect is that the plasma produces ions with a large range of kinetic energies, which would result in inferior mass separation. Therefore, an electrostatic analyzer (ESA) is placed before the magnet to filter the ions based on their kinetic energy. In some of the older generation MC-ICP-MS instruments, collision cells have been used for this task instead of an ESA. In a collision cell, the ions collide with a gas (often Ar or He) and the energy transfer that occurs during these collisions reduces the energy spread of the ions. After the ions have been filtered for their kinetic energy, they pass the magnetic sector analyzer where they become separated by their $m/z$ ratio, and then they travel along different trajectories to several detectors that record the different isotopes of interest simultaneously.

The benefit of a MC-ICP-MS setup as described above is that it permits low background levels, high signal stability, flat peak tops and simultaneous analysis of several isotopes, which allows to analyze isotopic compositions of a large range of elements (masses from lithium to uranium) at relatively low concentrations (200 to 5 ng/g in solution).
Plasma with K isotopes and therefore improves the quality of K isotope neutralizes charged polyatomic Ar species (ArH⁺ + H₂ reacts to the element responsible for the interferences, but the element of masses with fewer isobaric interferences).[20] For example, adding H₂ and He to the collision/reaction cell ions are afterwards accelerated again to a common kinetic energy. and collides with a gas or a mix of gases and the newly formed the isotopic analysis of certain elements.

New Developments
At present, the highest precision measurement of mass-dependent isotopic compositions is done by introducing a sample solution to the mass spectrometer that has been cleaned from its matrix elements with ion-exchange chromatography (see section Sample Preparation). However, using (femtosecond) laser ablation as sample introduction system has become more popular and the quality of the data increased significantly.[18,19] Obviously, the benefit of in situ analysis of stable isotopes has the advantage of being able to measure the composition of the sample at high spatial resolution. The lower quality of the data when compared to MC-ICP-MS measurements in solution mode is mainly due to the complex matrix that is released by the laser ablation systems. Matrix and (poly)atomic isobaric interferences are two common issues that prohibit the isotopic analysis of an element or hamper the quality of a MC-ICP-MS measurement. A prominent example is the impact of Ar-based interferences (added to the mass spectrometer at high concentration from the plasma) on ⁴⁰K. However, new MC-ICP-MS instruments that have been presented in the last years can now be equipped with a collision/reaction cell and a mass filter[20-22] that help to circumvent these problems for the isotopic analysis of certain elements.

In the collision/reaction cell technology the ion beam reacts and collides with a gas or a mix of gases and the newly formed ions are afterwards accelerated again to a common kinetic energy. For example, adding H₂ and He to the collision/reaction cell neutralizes charged polyatomic Ar species (ArH⁺ + H₂ reacts to H⁺ + Ar and ArH + H⁺), which suppresses the Ar interference with K isotopes and therefore improves the quality of K isotope measurements.[23] Another option is not to neutralize or modify the element responsible for the interferences, but the element of interest. For example, for the analysis of Sr or Ti isotopes these elements can react with SF₆ or O₂ gas, respectively, to form SrF²⁻ and TiO²⁻ species that can then be analyzed for their isotopic ratios at masses with fewer isobaric interferences.[20]

A mass filter is a unit that allows only ions with a certain mass range to travel into the instrument. For example, for the analysis of Sr isotopes only isotopes with masses from 85 to 89 are allowed to move forward, while all the other ions will be deflected and removed from the system. A mass filter is therefore not only, but especially desirable for MC-ICP-MS measurements using a laser ablation system, as here purification of the sample prior to analysis is not possible. In the most recent MC-ICP-MS instruments, the mass filter is installed before the collision/reaction cell and these two units are placed in front of the extraction lens. Because the mass filter proceeds the collision/reaction cell it also improves the performance of the latter. This is because it strongly reduces the amount of material that enters the collision/reaction cell and therefore makes the interaction of the ion beam with the collision gases more effective.[20] Furthermore, removing most of the unwanted isotopes prior to the collision/reaction cell limits the possible ‘ion beam–gas’ reactions that could occur, and therefore prohibits the production of other potential species with isobaric interferences on the masses that are analyzed. The combination of a mass filter and a collision/reaction cell might therefore be a key step in making MC-ICP-MS suitable for more robust and accurate in situ analysis of isotope ratios.

Best Practice for High-precision Measurement of Mass-dependent Isotope Fractionation Sample Preparation
Usually, samples are introduced as solution into an MC-ICP-MS for analysis (apart from in situ analysis by laser ablation, which is, however, beyond the scope of this paper). This requires digestion of solid samples. Most often, the sample is brought into solution by applying different steps of acid digestion in a closed Teflon vessel on a hot plate.[24] The exact protocol strongly depends on the sample material and the element that is analyzed and might also include sample digestion in a microwave (e.g. for organic-rich material) or under high pressure in a Parr® bomb (e.g. for highly resistant minerals like zircon and chromite). During acid digestion, secondary phases might precipitate that need further treatment. For instance, digestion of silicates with hydrofluoric acid (HF) often causes formation of secondary fluorides. For certain elements, incomplete sample digestion may bias the isotopic composition of the liquid, as either the incomplete digestion of the primary sample or the precipitation of secondary phases cause isotope fractionation.[25] Therefore, often several digestion steps are necessary and sometimes the use of boric (HBr) or perchloric acid (HClO₄) is indispensable for a complete digestion of fluoride precipitates or organic material. For rock powders or mineral samples, an alternative to direct acid digestion is to first melt the sample into a glass pellet, which then more easily dissolves in acid. In order to lower the melting point of the sample, it is first mixed with a flux (e.g. NaOH or LiBO₂; see Hu and Qi[24]). However, when using flux fusion it must be ensured that the element of interest does not evaporate during this processes (which could induce unwanted isotope fractionation).

Even more important, flux reagents often contain impurities in considerable amounts. When these impurities are mixed with the sample, they add to the so-called blank, i.e. contributions of the element of interest other than from the sample. The impact of the blank on the analyzed isotope ratio not only depends on the blank amount, but also on its difference in the isotopic composition from the sample (ΔSample-Blank). For instance, as little as 2.5% of blank contribution with a ΔSample-Blank of 2.0‰ induces a shift of 0.05‰ on the isotope ratio, which is outside of a regularly achieved intermediate measurement precision for isotope ratios of trace elements (Fig. 2). Good control on and minimizing of the blank levels is thus essential for accurate high-precision isotope ratio measurements. Therefore, all reagents used during digestion and further sample preparation have to be of high purity. In practice, flux fusion digestion is avoided if possible and all acids are purified by (double) sub-boiling distillation.
After digestion of the sample, the element of interest needs to be purified from the sample matrix (i.e. all elements other than that of interest). This is needed because isobaric interferences from a single element (e.g. $^{48}$Ca on $^{48}$Ti) or polyatomic species (e.g. $^{40}$Ar$^{16}$O on $^{96}$Mo), but also pollution of the sample solution with retained by the resin (stationary phase). These days, a large range and travel through the column, while others are preferentially meaning that certain species will remain in solution (mobile phase) beginning, the sample is dissolved in the mobile phase and mixed at one point with the stationary phase. The different species of the sample then interact between the mobile and the stationary phase. The different species of the sample’s element of interest would thus alter its isotopic composition towards higher $\delta^{66/64}$Zn or $\delta^{65/66}$Cu values, leading to wrong isotope data. Therefore, one needs to ensure a quasi-complete recovery of the element of interest from the ion-exchange column. Alternatively, a so-called double spike can correct for the artificial fractionation. More details are given in the section Data Reduction.

### Instrument Setup and Measurement Routine

After the ion-exchange chromatography, the sample is dried and redissolved in a weak acid (e.g. 0.05 M nitric acid (HNO$_3$); termed here ‘ICP solution’). For some elements, such as Zr and Ti, traces of hydrofluoric acid (HF) are added to increase their stability in solution. Hydrochloric acid (HCl) is usually avoided as Cl$^-$ anions are highly reactive and may form additional unwanted polyatomic interferences. The sample solution is then introduced to the mass spectrometer as an aerosol, which is produced by a nebulizer. The nebulizer is either attached to a (glass) spray chamber, in which large aerosol droplets are removed, or to a desolvator, which dries the sample aerosol before reaching the plasma. A ‘dry’ plasma (desolvator) has a higher ionization efficiency than a ‘wet’ plasma.

![Diagram of ion-exchange chromatography](image.png)

**Fig. 2.** Calculated impact of a blank on the isotopic composition of a sample ($\delta$-value on left axis; in ppm on the right axis). Scenarios for three blanks are presented that have an isotopic offset of 0.5‰, 1.0‰ and 2.0‰ relative to the sample.
(spray chamber) and therefore higher signals can be achieved. The best sample introduction system depends on the element to be analyzed and in what quantity it is available. Generally, sample introduction systems with a lower yield (i.e., spray chamber) produce a more stable signal and exhibit lower instrumentally induced isotope fractionation compared to those that allow for higher intensities (desolvator). For abundant elements, such as Fe, a spray chamber is often the best choice. However, to achieve high enough signal intensities for analysis of trace element isotopes, a desolvation system is often indispensable. For some elements, a completely different introduction system is needed. Selenium, for instance, cannot be efficiently introduced into the plasma with a spray chamber (also called ‘on-peak-zero’) and is used to monitor and, if necessary, correct for signal contributions by the acid and plasma gases and by memory effects of the mass spectrometer on the different analyzed isotopes.

Similarly, the setup of the two cones is variable and can be optimized for different elements. Cones with a smaller orifice are less sensitive and result in lower signals but produce less polyatomic interferences compared to more sensitive ones. The use of a pair of high sensitivity cones is normally the method of choice for elements that anyway require to be measured at high or medium resolution to avoid polyatomic interferences, as for example Fe, Ti and Cr (Fig. 4). All of these elements have at least one isotope for which gas-based polyatomic interferences cannot be avoided in a MC-ICP-MS (i.e., ArO on Fe isotopes, ArN on Ti and Cr isotope). In case some of the expected interferences are difficult to see, one can also evaluate the position at which the polyatomic interferences start to impact the isotope signal of the element of choice by measuring a background or cleaning solution.

High-precision isotope analysis by MC-ICP-MS include the measurement of background, reference materials, secondary standards and the samples. The measurement with a MC-ICP-MS induces a large isotope fractionation, for which the obtained data needs to be corrected (see next section Data Reduction). Reference materials are solutions with known isotopic compositions that can be used to calibrate the instrument and to correct for the offset between the measured and defined isotopic composition of the solution. For non-traditional isotope measurements, the used reference material is often identical to the one in Eqn. (1), which translates to a defined $\delta$-value of $0\%$e. However, this is not a prerequisite and also reference materials with a $\delta$-value $\neq 0\%e$ can be used. For the measurements, the reference material should be dissolved in the ICP solution. A secondary standard is a material with a known isotope ratio that mimics the sample in its physical properties and chemical composition. The secondary standard is treated identically to a sample and thus undergoes the complete sample preparation and column chemistry procedure. A background consists of a measurement of the pure ICP solution (also called ‘on-peak-zero’) and is used to monitor and, if necessary, correct for signal contributions by the acid and plasma gases and by memory effects of the mass spectrometer on the different analyzed isotopes.

A measurement sequence usually consists of alternating analyses of reference material and sample. An on-peak-zero background can be measured before each analysis, sometimes it is however sufficient to do a background analysis before and after a block of around 10 samples. For quality control of the data, at least one secondary standard should be measured in each block. The best results are achieved if the reference materials and samples are measured at equal concentrations and signal intensities (ideally within $\pm 5\%$). That way, background contributions from the detectors (electronic noise) and from the acid are the same for all solutions and are cancelled out.

**Data Reduction**

The transformation of the raw data into accurate isotope ratios includes normally the following steps: (i) background correction, (ii) correction of isobaric interferences, (iii) correction of isotope fractionation that is induced during the measurement in the MC-ICP-MS (instrumental mass bias correction), and (iv) offset correction. Most of these corrections are rather straightforward and an example on how to perform a data reduction for Ti isotopes is given in Appendix A in the Supplementary Information. However, one of the peculiarities of MC-ICP-MS is that the measurement induces a large instrumental mass bias. This phenomenon is not fully explained, but next to the isotope fractionation that occurs during the sample introduction with a spray chamber or a desolvator, a large part of the isotope mass bias is likely related to the preferential extraction and transmission of heavier ions by the ion optic system. This instrumentally induced isotope fractionation ranges from around 12% per atomic mass unit (amu) for boron, to around 1% per amu for uranium. This means that the instrumental isotope fractionation biases the measured isotope ratio around 200 to 2000 times more than the precision we aim for (1 to 10% compared to $\pm 0.03\%$e per amu; see Fig. 5). To obtain accurate and precise isotope ratios it is therefore essential to accurately correct for the instrumentally induced isotope fractionation. We will address here the three most often used strategies: (a) standard-sample bracketing, (b) element-doping with standard bracketing and the (c) the double spike method.

All of the corrections for the instrumental mass bias use the exponential fractionation law, as several studies have shown that it adequately describes the isotope fractionation in an MC-ICP-MS. We therefore start with relating the measured and true isotope ratios through:

$$r_{ij} = R_{ij}(m_{i}/m_{j})^{\beta}$$

where $r_{ij}$ is the measured ratio of isotopes $i$ and $j$, $R_{ij}$ being the true ratio, $m$ the masses of the isotopes and $\beta$ a free parameter that describes the instrumental mass fractionation. For the measurement of radiogenic isotope signatures, one uses the same exponential fractionation law to do an internal normalization, where one isotope ratio is normalized to a fixed value. For example, for calculating the radiogenic $^{87}\text{Sr}/^{86}\text{Sr}$ isotopic composition, the $\beta$-value of the measurement is estimated using a
of 15.6986 in Eqn. (2) to calculate the \(\delta^{18}O\) of 0.1194 in Eqn. (2), and this \(\beta\)-value is then used to correct the measured \(^{87}\text{Sr}/^{86}\text{Sr}\) ratio. However, by doing so, one not only eliminates the instrumental mass fractionation, but also the natural one, and for mass-dependent isotope studies the latter signature is the one to be determined. The three strategies on how to correct for the instrumental isotope fractionation for mass-dependent isotope studies therefore employ external corrections or a mix between external and internal corrections. For MC-ICP-MS an external correction (i.e. the sample is not used for estimating the \(\beta\)-value) is made possible because the instrumental mass fractionation is relatively stable over a timespan which allows the analysis of both sample and reference material.

To correct for instrumental mass bias with the standard-sample bracketing technique, a sample is bracketed by two reference materials in a sequence of ‘STD1 – SMP – STD2’ (STD = standard/reference material, SMP = sample). Here, the \(\beta\)-value is calculated for each analysis of the reference material, which has a defined \(R^\circ\). The measurement of the sample is then corrected following \(\beta_{\text{sample}} = 0.5 \cdot \beta_{\text{STD1}} + 0.5 \cdot \beta_{\text{STD2}}\). For Fe isotopes for example, one uses the reference material IRMM-014 with a \(R^\circ\) of 0.1986 in Eqn. (2) to calculate the \(\beta\)-values of the two standards, and the Fe isotopic composition of the sample can then be reported as \(\delta^{56/54}\text{Fe}\) with IRMM-014 as reference material in Eqn. (1).[31] If the reference material used during analysis is the same as the one defining the \(\delta\)-scale, the mass bias uncorrected isotope ratios can directly be used for calculating the \(\delta\)-value:

\[
\delta^{i/j} A (\%) = \left( \frac{R^i_{\text{sample}}}{0.5 \cdot R^i_{\text{STD1}} + 0.5 \cdot R^i_{\text{STD2}}} - 1 \right) \cdot 1000
\]  

(3)

This has the advantage that the true isotope ratio of the reference material does not have to be known, as is the case for many non-traditional isotope systems.[34]

Bracketing your sample with standards has several advantages and is essential for high-precision isotope measurements. Firstly, the exponential law describes instrumental mass fractionation adequately, but not perfectly. The small difference between the calculated and the true mass bias is however similar for the reference material and the sample, and the standard bracketing therefore corrects also for this issue.[33] Secondly, with standard-sample bracketing, a potential machine drift in the measured isotope ratios is automatically recorded at high temporal resolution. Such a drift during a measurement day can, for example, be induced by temperature fluctuations in the laboratory or by memory effects. Furthermore, the better the signal intensities of the recorded isotopes between the reference material and the sample match, the better these corrections work. Thus, for high precision isotope measurements, the signal intensity between reference material and sample should not be bigger than \(\pm 5\)%. A downside of the standard-sample bracketing method is that 50% of the measurement time is used for the analysis of standards. However, as most instruments are nowadays equipped with an autosampler and measurements can run overnight, this is no longer a big disadvantage.

One bracketing cycle consisting of two reference materials and one sample measurement takes about 15–20 minutes. Within this time interval, a linear change in the instrumental mass bias must be assumed, as Eqn. (3) linearly interpolates between the two measured isotope ratios of the reference material. Often enough fluctuations in the mass bias, however, occur on a shorter time scale and the overall drift is sometimes not linear. In this case, the measurement solutions can be doped with another element that has a defined isotopic composition and that has a similar mass as the element of interest. Examples of element doping are Ni or Cu-doping for Fe isotope measurements[33] and Mg-doping for Si isotope measurements.[35] The \(\beta\)-value is then calculated using Eqn. (2) for the dopant and the mass bias corrected isotope ratios are used to calculate the \(\delta\)-value:

\[
\delta^{i/j} A (\%) = \left( \frac{R^i_{\text{sample}}}{0.5 \cdot R^i_{\text{STD1}} + 0.5 \cdot R^i_{\text{STD2}}} - 1 \right) \cdot 1000
\]  

(4)

With \(R^\circ\) being the isotopic ratios corrected for mass bias with the \(\beta\)-value obtained from the dopant. For Eqn. (4), the reference material (STD1 and STD2) has to be identical to the reference material in Eqn. (1).

This technique has been developed because the instrumental mass bias of a MC-ICP-MS is to a first order a function of the mass of an element (see Fig. 5). It therefore assumes that two elements of similar mass (the dopant and element of interest) behave similar in the mass spectrometer and that both have therefore similar \(\beta\)-values. In reality, however, the \(\beta\)-values of the dopant and the element of interest are not sufficiently identical for high-precision isotope analysis. It is therefore critical to bracket the sample with a reference material and that both solutions contain the same level of dopant and same amount of the element of interest. Further drawbacks of this technique are that the detector array in an MC-ICP-MS is often not large enough that the element of interest and the dopant can be measured simultaneously and that the element used for doping needs to be completely removed during the ion-exchange chromatography. If not, then the added dopant and the leftover of that element after column chemistry mix and alter the isotopic composition of the dopant. In other words, the isotopic composition of the dopant in the sample and in the reference material will no longer be identical, leading to erroneous results. The element doping technique is therefore not always favored over the more simple standard-sample bracketing correction.

The use of a double spike is the most robust and accurate technique to correct for isotope fractionation during MC-ICP-MS measurements.[36,37] A pioneering study in 2001 introduced...
this technique to the non-traditional stable isotope community by showing (i) that with this technique one can accurately correct for mass bias induced by the column chemistry and the instrument and (ii) that it allows to measure the Mo isotopic composition of various kinds of natural samples with an intermediate measurement precision of below ±0.04‰/amu (2SD).\textsuperscript{[30]} Since then, the double spike technique has become the ‘gourmet’s choice’ for the analysis of non-traditional stable isotopes.\textsuperscript{[39]} The double spike is a tracer with two artificially enriched isotopes that is mixed with the sample and that is made of the same element as is analyzed. The rationale behind utilizing a double spike is that the fractionation that is induced on the sample during sample preparation and isotope measurements will be mirrored by the double spike. The benefit of the double spike technique is that it allows for a precise correction of instrumental mass bias as well as for isotope fractionation that is imparted from sample preparation. Therefore, if the double spike is added prior to the column chemistry, a virtually full recovery of the element of interest is no longer necessary during this sample preparation step. Ideally, the double spike is even added before the digestion of the sample. However due to economic reasons this is sometimes avoided, as for the analysis of major elements like e.g. Fe and Ti too much of double spike would be wasted. Furthermore, the double spike also corrects to a certain degree for non-isobaric matrix effects, caused by matrix elements still present in the sample solution, and it corrects temporal fluctuation of the instrumental mass bias during a single analysis. It therefore makes an isotope measurement much more robust and enhances its accuracy and intermediate measurement precision.

For the data reduction of an isotope measurement that uses a double spike we rewrite Eqn. (2) for a sample – double spike mixture:

\[ r_{ij}^{(spike)} = \left[ \lambda \cdot R_{\text{Sp}}^{ij} + (1-\lambda) \cdot R_{\text{Sample}}^{ij} \right] \left( m_i/m_j \right)^{\beta} \] (5)

Be aware that, (i) \( \lambda \) does not directly solve for the proportion of double spike in the mixture and (ii), that the \( \beta \)-value stands here for the isotope fractionation imparted during the isotope measurement and sample preparation. The solution for \( \lambda \) depends on the isotope that is used as denominator in Eqn. (5) but it is related to the proportion of double spike in the mixture through Eqn. (B.1) that is given in Appendix B (following the equation in Rudge et al.\textsuperscript{[30]} see Supplementary Information). Eqn. (5) has three unknowns (\( \lambda, R_{\text{Sample}}^{ij} \) and \( \beta \)) and therefore requires three equations with three different isotope ratios to be solved (e.g. for Ti isotopes; \( ^{46}\text{Ti}/^{48}\text{Ti}, ^{48}\text{Ti}/^{49}\text{Ti} \) and \( ^{49}\text{Ti}/^{50}\text{Ti} \)). However, a problem is that \( R_{\text{Sample}}^{ij} \) will not be identical among the three equations and therefore needs to be substituted with a term that comprises an invariant variable. For this, we relate the isotope ratio of the sample to that of the reference material by a mass-dependent fractionation law (the exponential law is often assumed) and write:

\[ R_{\text{Sample}}^{ij} = R_{\text{Reference Material}}^{ij} \left( m_i/m_j \right)^{\alpha} \]

which in combination with Eqn. (5) leads to:

\[ r_{ij}^{(spike)} = \left[ \lambda \cdot R_{\text{Sp}}^{ij} + (1-\lambda) \cdot R_{\text{Reference Material}}^{ij} \right] \left( m_i/m_j \right)^{\alpha} \left( m_i/m_j \right)^{\beta} \] (6)

with \( \alpha \) describing the natural mass-dependent isotope fractionation. Here, we have three invariant unknowns (\( \lambda, \beta \) and \( \alpha \)) and the system can be solved with three equations. From this it also follows that \( a \)priori the double spike technique requires element systems with four or more isotopes, so that three equations with three independent isotope ratios can be written (see also Coath et al.\textsuperscript{[40]} describing a special case for a double spike reduction with only three isotopes needed). To solve such a set of three exponential equations programs like R-Project, MatLab or Mathematica can be used. Furthermore, the double spike technique requires a spike and a reference material with known isotopic composition. Here, the spike is calibrated such that analysis of the reference material results in \( \delta \)-values equaling 0.

We direct the reader to one of the reviews describing the procedure on how to perform these calibrations.\textsuperscript{[41]} In practice, however, average \( \delta \)-values of the reference material of an analytical session often deviate from 0 and this deviation can vary between sessions. Therefore, similar to the element doping technique, best results are achieved if the sample is bracketed with a reference material that has a similar sample to spike ratio and signal intensity. The sample is then again corrected for the offset between the measured and defined isotopic composition of the bracketing reference material.

With the simple standard bracketing method or the element doping method intermediate measurement precisions of below ±0.03‰/amu (2SD) can be achieved for elements that are present in high concentrations (e.g. Fe and Si in most rocks). However, to achieve a similar intermediate measurement precision for minor and trace elements such as Ba, Ti, Cr and Mo, the use of a double spike is generally necessary.

Testing Accuracy, Robustness and Precision of a Measurement

After developing a method to analyze the mass-dependent isotopic composition of an element it should be tested for its accuracy and for how robust it corrects for isobaric interferences and non-spectral matrix effects caused by leftover of matrix elements. For this, it is suggested to perform several tests:

a) The single element reference solution that is used for sample bracketing should be run once through the ion-exchange chemistry. If the double spike technique is used, the solution should be spiked prior to the column chemistry. The reference material solution that has been run through the column chemistry and the untreated solution need to exhibit an identical isotopic composition. If this is not the case it might be that the reference material or the double spike is contaminated with matrix, or that the column chemistry introduces an unwanted bias (blank contribution or isotope fractionation during sample preparation).

b) If more than two isotopes of an element can be measured and the element doping or the standard-sample bracketing technique is employed, the data must plot on a straight line (mass-dependent fractionation line) in a 3-isotope plot. Deviating data often point toward unresolved interferences. Similarly, if the double spike technique is used and more than four isotopes can be measured, data can be reduced with two different sets of equations that utilize distinct isotope ratios. For instance, Zr isotope data can be reduced using the isotopes with masses 90-91-92-96 or 90-91-94-96 and a double spike that is enriched in \( ^{91}\text{Zr} \) and \( ^{90}\text{Zr} \). The isotope ratios after data reduction for the different sets of equations should be identical.\textsuperscript{[42]}

c) Doping tests should be performed, where different matrix elements are added in different amounts to the reference material. This way the amount of remaining matrix that can be tolerated in the sample solution without disturbing the measured isotope ratios can be estimated.

d) A similar test should be done by doping a reference material solution with elements that have direct isobaric interferences that need to be corrected for. Interference corrections are generally based on two assumptions that are only approximately correct, (i) the interfering element is present in the sample solution in its natural isotopic abundance and (ii) the \( \beta \)-values of the interfering element and the element...
of choice are identical (see Eqn. A.3). It is thus necessary to evaluate what amount of contamination the interference correction can accurately correct for.

Furthermore, in each set of samples analyzed, one or ideally several secondary standards should be added and treated identically to a sample. This is a necessary quality control for each sample set that is analyzed. Preferably, the secondary standards should mimic the samples in their chemical and physical properties. A secondary standard should also be available in large enough quantity, so that it can be distributed and used for interlaboratory comparison. Additionally, they allow to evaluate the intermediate measurement precision of an isotope measurement, which is often reported as the 2SD of the secondary standards that have been measured over a longer period of time (> several months). The analyses of secondary standards is therefore essential for the evaluation of the accuracy and precision of the used measurement technique.

Summary

New developments in the field of isotope analysis and MC-ICP-MS in the last 20 years made it possible to measure the mass-dependent isotope compositions of small amounts of sample material precisely and accurately. Nowadays, measurement protocols exist on how to measure the isotope ratios of almost all elements from Li to U that have more than one stable isotope. The protocols exist on how to measure the isotope ratios of almost all elements from Li to U that have more than one stable isotope. The secondary standards is therefore essential for the evaluation of the accuracy and precision of the used measurement technique.
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