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Abstract: Lean Six Sigma is an improvement method, combining Lean, which focuses on removing ‘waste’ from
a process, with Six Sigma, which is a data-driven approach, making use of statistical tools. Traditionally it is used
to improve the quality of products (reducing defects), or processes (reducing variability). However, it can also be
used as a tool to increase the productivity or capacity of a production plant. The Lean Six Sigma methodology
is therefore an important pillar of continuous improvement within DSM. In the example shown here a multistep
batch process is improved, by analyzing the duration of the relevant process steps, and optimizing the proce-
dures. Process steps were performed in parallel instead of sequential, and some steps were made shorter. The
variability was reduced, giving the opportunity to make a tighter planning, and thereby reducing waiting times.
Without any investment in new equipment or technical modifications, the productivity of the plant was improved
by more than 20%; only by changing procedures and the programming of the process control system.
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Introduction Lean Six Sigma

Lean Six Sigma (LSS) is an improve-
ment method, or basis of an improvement
culture, combining the principles of Lean
and Six Sigma. Lean focusses on removing
‘waste’ from processes; i.e. taking out all
activities in a process which do not generate
value. Goal is to keep the process flowing,
removing waiting times or large invento-
ries, leading to an agile, effective and ef-
ficient process. The concepts of Lean have
their basis in the automotive industry, where
Toyota has had great success with it.[1]

Six Sigma is a method to improve
the quality of a process, reducing defects
(e.g. in products) and decrease variability.
This method stems from the electronics
industry, where Motorola developed the
concept.[2] Six Sigma is originally a quality
tool; the name is derived from the statisti-
cal measurement of variance, where a ‘Six
Sigma’ process produces only 3.4 defect
products per 1 million items. Statistics
play an important role in Six Sigma; im-
provements need to be proven statistically,
otherwise they do not ‘count’. Six Sigma
focusses on the use of data as the basis for
decisions, improvements, etc. The use of
statistical tools like Design of Experiments
(DoE) and regression analysis to find caus-
al relationships is also an integral part of
Six Sigma.

Lean Six Sigma is a combination of
both methods; aiming at utilizing the ad-
vantages of both worlds.[3] Within DSM it
is used to improve the quality of products,
but also of processes, e.g. to stabilize the
process performance. The method is es-
pecially useful to solve problems with a
(previously) unknown cause, using brain-
storms and statistical investigations. It is
also used in projects aimed at increasing
the capacity or product output of the manu-
facturing plants, and is therefore also part
of the continuous improvement culture.
This paper describes an example of such
a project.

Lean Six Sigma projects commonly
follow the ‘DMAIC’ approach, consist-
ing of the five project phases: Define,
Measure, Analyze, Improve and Control.
In the Define phase the scope of the proj-
ect is defined, and the primary metric is
chosen, which quantifies the goal of the
project. The Measure phase determines
whether this goal can be measured with
sufficient accuracy, to be able to signifi-
cantly prove the difference made by the
project. In the Analyze phase the prob-
lem is analyzed and ideas are derived to
solve the problem, e.g. using brainstorm-
ing, but also statistical analysis of data,
experiments, etc. In the Implement phase
the prioritized ideas are implemented and
their effect is observed on short term. The
Control phase verifies over a longer time
period whether the primary metric has im-
proved significantly and sustainably; this
last phase also shows the benefit of the
project, in terms of the metric as well as
financially.
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ysis is to prove that the data is reliable
enough to draw conclusions on improve-
ments. This is an important step, because it
often shows that measurement devices or
chemical analysis (including sample prep-
aration) are not precise enough to show the
(sometimes small) improvements aimed
for. Therefore, a large number of data
pointsor sampleswillbenecessary toprove
whether the primary metric has improved;
if unlucky, months or even years would be
needed for the control phase. This should
be checked beforehand, so that the mea-
surement system can be improved, e.g. by
using a different analysis method or mea-
surement principle, or by standardizing
the measurement procedure. For example,
for a chemical analysis (HPLC, GC, …) a
Gauge Repeatability und Reproducibility
(Gauge R&R) can be performed.[3] Here x
samples are taken, analyzed y times, by z
different people. The variations in the re-
sults show how precise the measurement
itself is (variation in results per sample),
but also what the effect of the person per-
forming them is (are the procedures clear
and consistent) and how that is in relation
with the variation expected in the process
(e.g. if a concentration in the process var-
ies between 10 and 20 g/l an accuracy of
0.01 g/l would give no added value).

In Fig. 2 the cycle time of reactor B is
shown, for a period of 4 months preced-
ing the start of the improvements. This was
taken as the baseline of the analysis, and
was also used to compare the results after
completion of the project. The cycle time

Measure Phase (M)
The goal of the project was to increase

the production rate, by increasing the num-
ber of batches. Historically, and logically,
in the production the cycle time per batch
was defined as the time between finalizing
the packaging of two consecutive batches.
However, the drying/packaging unit was
not the unit operation taking the longest
time, and therefore not the time-limiting
step. In a first analysis it was shown that
reactor B was the unit taking the longest
time. It was therefore decided to take the
cycle time of this unit as the ‘primary met-
ric’ for this project. This means, the suc-
cess of the project will be measured using
this parameter; at the end of the project it
should be shown that the cycle time has
been reduced significantly. The duration
of the other unit operations will also be
analyzed and improved; especially if these
are not much smaller than the duration of
reactor B, otherwise these will become
the bottleneck if reactor B is improved
substantially. Additionally, it also helps if
the shorter unit operations are improved,
although this may not reduce the overall
cycle time or increase daily production
capacity (hard benefit); however, the ‘soft
benefit’ of increased flexibility can help
minimize production loss in case of tech-
nical breakdowns or other process distur-
bances, and increases the robustness of the
process.

During the Measure phase a measure-
ment system analysis has been performed
on this primary metric. Goal of this anal-

Example of a Debottlenecking
Project using LSS

Lean Six Sigma consists of a large
number of tools, describing all of them
is out of scope for this article. Instead an
example of a project will be given, where
several aspects of Lean Six Sigma have
been applied. This project was started
to increase the capacity (‘debottleneck-
ing’) of one of the production facilities of
DSM Nutritional Products in Grenzach,
Germany. The data shown here have been
anonymized, in order to protect the pro-
cess know-how and intellectual property.
It demonstrates, however, how Lean Six
Sigma has been applied to improve the
output of this process plant. The project is
presented using the phases of the DMAIC
approach.

The process under consideration is a
batch process. It consists of two consecu-
tive reactors and a buffer vessel, followed
by a centrifugation, a storage silo, a dry-
ing step and finally the product is filled
in big-bags. The process is schematically
depicted in Fig. 1. Parallel to the process a
recovery system for remaining product and
solvents from the mother liquor is present.
In the recovery system several improve-
ments have been made as well, but are not
described in this article.

A multidisciplinary team has been as-
signed to this project. Some of the team
members have been working in this plant
for a longer time, others came in with a
‘fresh’ view. Especially the new team
members joined the shift teams for several
days. Getting to know the plant not only
on paper, but also knowing what practical
issues the operators encounter, was very
helpful for the project. The overall project
duration was about half a year.

Define Phase (D)
The Define phase, also commonly

referred to as scoping phase, is meant to
align the project team and all the relevant
stakeholders, on a clear and common goal.
In this phase the business case for the proj-
ect is defined as well.

The goal of this project was to in-
crease the capacity of this plant in the
coming years. For the process it was de-
fined which capacity is needed by when;
in total this process should be able to
produce over 20% more than in the past
years. It was decided that the project will
focus on reducing the average cycle time
of the process, instead of optimizing yield
or increasing batch size. The cycle time
is defined as the time between the start
of two consecutive batches. Reducing this
cycle time means that more batches per
year can be produced, and therefore more
product.

Dryer

Silo

Centrifuge

Mother liquor to
recovery

Reactor A

Reactor B

Buffer
vessel

Raw materials

Additional
reactants

Fig. 1. Schematic
flow chart of the
process.
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Reactor B
The overall duration of the process

in reactor B was split into a number of
process stages, as shown in Fig. 4. These
process stages were defined in such a way
that all the relevant steps can be separated,

crease the capacity. The other process steps
have also been investigated, although they
are not the bottleneck. The improvements
in these steps led to increased flexibility;
however, these ‘soft benefits’ are not de-
scribed in the article.

data are derived from the process control
system, which records every program step
for each unit operation. The measurement
system analysis showed that the data ac-
quisition frequency at the beginning was
not sufficient to capture all process steps.
Some process steps were therefore miss-
ing, leading to inaccurate times. The set-
tings of the process control system needed
to be adjusted, to make the data suitable
and accurate. With these adjustments the
cycle time was recorded reliably. The re-
sulting cycle times showed an average
of 17.2 hours, with a standard deviation
of one hour. If this process could be im-
proved by one hour, approximately 30 data
points would be needed to prove this im-
provement as statistically significant with
a probability greater than 95%. This would
take only 20 days, such an improvement
can therefore easily be proven after the
project, despite the variation. However, the
variability should be decreased anyway,
for a successful project.

In Lean Six Sigma it is also common
to define a ‘secondary metric’; a quantity
which should not be influenced negatively
due to the project. In this case this is the
output per batch, which is a measure for
the yield; this should not be decreased after
the improvements on the cycle time have
been made. For the secondary metric it
should also be proven that the data quality
is sufficient.

Analyze Phase (A) and Implement
Phase (I)

During the Analyze phase the neces-
sary data is gathered, and analyzed to de-
velop improvement ideas. The result of the
analysis phase is a list of ideas, including
an indication of chance of success and re-
quired effort (work to implement, as well
as costs).After theAnalyze phase the ideas
with most benefit and/or least effort will be
implemented during the Implement phase.
For clarity, in this article the description
of both phases is combined, although they
were executed in series, and only the ideas
with the most potential and which have
been implemented, are described.

The first task was to define the average
duration and its variation for every unit op-
eration. A visual representation (box plot)
is shown in Fig. 3. It clearly shows that re-
actor B and the dryer have a duration much
longer than the other process steps. The fo-
cus of the process improvement therefore
needed to be on these unit operations. The
overall cycle time of the process (measured
on reactor B) was mostly determined by
the duration of the process steps in the
reactor; the variation in the drying time,
however, was larger, and ‘slow’ batches
in the dryer could therefore also limit the
overall cycle time. Both process steps need
to be analyzed in more detail in order to in-
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Fig. 2. Representation over time of the primary metric, the cycle time of reactor B; this is the
time between the start of one batch, and the start of the next. Shown here is the baseline period,
so before improvement measures were taken. The average cycle time was 17.2 h, the standard
deviation was 1 h. Based on the variance the upper and lower control limit are calculated, and
shown as red lines. A stable process should not come outside these boundaries; in the case it did
happen occasionally, one more reason to study the variability.
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Fig. 3. Duration of the unit operations before improvements have been made. The two boxes to
the right denote the cycle times, based on reactor B and on the dryer. The blue boxes denote the
middle 50% of the data, i.e. all the data between the lowest 25%, and highest 25%. The line in
the middle of the box denotes the median (‘middle value’), the vertical lines the lowest and high-
est 25% of the data. Data points which lie significantly outside the range are denoted with an
asterisk, they can be considered as outliers if there are only a few. If a lot of these points are avail-
able the data is not normally distributed; which is commonly the case with unit operations that do
not take long themselves, but have high values if a delay is present. The buffer vessel and silo are
examples of such unit operations. The upper red line denotes the cycle time of the data in the last
years. The lower red line, at 14 h, denotes the target of the project. For that clearly the duration of
reactor B and the dryer must be decreased.
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medium has to wait too long in reactor A.
To explain the large variance the duration
of both reactor A and reactor B have to be
considered. Reactor B is the bottleneck
step of the process, it should run continu-
ously. Reactor A only has to be operated
part of the time. However, a batch in A
should be started before the previous batch
in B is finished, in order to be finished in
time. Since delays can happen in reactor B

time included in this step, goal should be
to keep it as short as possible. The waiting
time (without transfer) is depicted in Fig.
5, with the left part being batches before
measures were implemented to reduce the
waiting time. Large variations can be ob-
served, from more than 8 hours until (al-
most) zero. Without reducing the variance,
it won’t be possible to decrease the waiting
time, since there is a high risk that reaction

and that time data are available to quan-
tify their duration. Some of these process
steps were very short, and therefore not
relevant for this project, while it is hardly
possible to save time with these steps. Two
very long steps can be seen in Fig. 4, the
transfer of reaction medium from reactor
A to B, and the Heat_1 step. The former
will be discussed later, the latter could be
significantly shortened, by increasing the
amount of steam supplied to the reactor
jacket. This seems a very easy measure to
decrease the duration, but it also shows the
power of such a quantitative analysis of the
process duration. By quantifying the dura-
tion, it became clear that this is an impor-
tant step to optimize, before it was never
in focus. Obviously, the boundaries of the
process conditions have been considered,
with increasing heat input overheating had
to be avoided.

Several shorter process steps were
studied as well. There it was observed that
several process steps were, for historical
reasons, performed sequentially, although
they could be done in parallel as well. The
plant was built end of the 1980s, at a time
when the process control system could
only perform tasks sequentially. Later it
was migrated to a modern process con-
trol system, without any process adapta-
tions. During the current project several
steps, e.g. emptying two different vessels,
or evacuating and heating, have been pro-
grammed in parallel, saving a significant
amount of time. This fits very well to the
concept of Lean, where steps which do
not add value should not take up precious
time; by parallelization of these steps parts
of this ‘waste’ was removed.

Apart from investigating the average
(or median) duration, the variation is also
worth considering. Apparently, the steps
with a large variation can be short, but for
some reason they were sometimes much
longer, meaning there could be improve-
ment potential in removing the long du-
rations. In Fig. 4 the stars denote outliers
(here defined as points significantly devi-
ating from the normal distribution). When
only a few of these points are present, they
are not worth considering, since this graph
consists of 170 batches. When the box
(representing the middle 50% of the data)
is large, or a lot of ‘outliers’ are present, it
is worth taking a closer look.

The step Transfer from reactor A to
B had a large variation, and was the sec-
ond longest on average. This step consists
of waiting until reactor A is finished and
ready for transfer, and the transfer of the
reaction medium. The reaction medium of
reactor A is not allowed to stand too long
for quality reasons; therefore, the timing
should be such that reactor B is always
ready to receive if reactor A has finished.
As a result, there will always be a waiting

Ri
ns
e

(m
Sty
dis
till
ate

(m
Sty
rea
cto
r

'i
lut
e

3r
es
su
ri]
e

&o
olB
�

+e
atB
�

+o
ld

Ad
d r
ea
cta
nts

&o
olB
�

+e
atB
�

+e
atB
�

(v
ac
ua
te

7ra
ns
Ier
A �
�!
%

Ad
dit
ive
s

Ad
d I
lui
ds

3r
eS
ara
tio
n

����

����

����

����

D
ur
at
io
n
�K
r�

3rocess steSs reactor B

Sarallel
MaNe

start n � �
2Stimi]e

Sarallel to
MaNe

inSut
%etter steam

Sarallel
MaNe

Fig. 4. Duration of the individual process steps of reactor B, consisting of data from 170 batches.
Several improvement ideas are depicted here. Parallelization of several process steps will de-
crease the overall process duration, as well as an increased steam input. The transfer time, which
is the time of the transfer itself, including waiting time on reactor A has the largest potential.

��������������������������

��

�

�

�

�

�

BatcK nuPEer

:
ai
tin

g
tiP

e

B
; ����

B
; ����

B
; ����

B
; ����

%aseline )i[ed startinJ Soint 2Stimi]ed Srocess

��

�
�

��

:aiting tiPe reactor B on transfer froP reactor A

6taEili]ation

,mSroved timinJ

7u
rn
ar
ou
nd

Fig. 5. Waiting time of reactor B on material from reactor A. The first time frame, the baseline, is
before measures to improve this step have been taken. They show a large variation. By fixing the
starting point of reactor A the waiting time could be stabilized significantly. Afterwards the starting
point of reactor A was shifted to an earlier moment, additionally several programming changes
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from more than 3 h to 1.5 h, directly resulting in a shorter cycle time and therefore higher produc-
tion rate.
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afterwards, reactor A was often started rel-
atively late to avoid risks. Until Batch 176
it was not defined formally when it has to
be started; the operator could decide him-
self, based on what he expected on delays
and the time both reactors would take. The
experience showed that they often stayed
on the safe side (startingA later), resulting
in a long waiting time. The first measure
therefore was giving the operators a clear
starting point; unless a critical deviation
was to be expected, reactor A should be
started at a certain point, defined based on
the time data of this project. This resulted
in much less (short term) variations, as
can be seen in Fig. 5, although the aver-
age stayed equal. This paved the way for
an earlier start of reactor A, and therefore
a shorter waiting time. The variation in
starting point was one of the variations,
but not the only one. During the following
turnaround several measures were taken to
decrease the variance. One example was
to program an alarm on the transfer rate
from A to B when the flow rate becomes
low, thus the filter can be changed at an
appropriate time, and not when it is already
clogged. Another variation which plays an
important role, but on the long term, is the
temperature of cooling water. In Grenzach
cooling water is taken from the Rhine; the
temperature difference between winter and
summer directly corresponds to shorter
and longer cooling times of certain process
steps. For the starting time of reactorA this
means that this difference needs to be taken
into account, or a technical solution should
be implemented to decrease the effect. In
this case the former solution was chosen,
since reactor A is not a bottleneck.

Using these measures, the waiting time
of reactor B was more than halved, leading
to a decrease in batch duration of approxi-
mately 1.5 hours, with potential for more.

Dryer
The average duration of the dryer was

lower than that of reactor B. However, sig-
nificant variation was present. As a result,
sometimes the overall process was slowed
downby longdryer durations.Additionally,
if the duration of reactor B is decreased,
the dryer will become the bottleneck if no
improvements will be made. Therefore, the
procedure and performance of the dryer
were analyzed as well. This dryer is filled
with the solid material, which is separated
from the mother liquor in the preceding
centrifuge. The pressure is decreased, and
the temperature is slowly increased. When
reaching a certain temperature, a sample is
taken, to check the moisture content of the
powder. If this value is within the speci-
fications, the dryer will be cooled down,
and the material can be released from the
dryer. A close observation of the moisture
analysis showed that only in exceptional

cases (e.g. with technical problems) the
sample did not meet the specification, all
other samples were ok. At a defined tem-
perature and pressure, providing sufficient
mixing in the dryer, the vapor pressure and
therefore moisture content is fixed and
therefore moisture specification should
also be met. The analysis result is impor-
tant for the final specification and release
of the product; this is a mandatory sample.
However, it was agreed that the sample will
be taken and analyzed only after the cool-
ing procedure started. This could result in
a significant time loss, if the moisture con-
tent would be too high and the dryer would
need to be heated up again. However, as
the analysis of the sample takes half an
hour, in which the temperature increases
further, the decrease of the duration every
drying cycle will easily compensate the
exceptional case of a sample not meeting
specifications. Additional effort was made
to identify at which temperature the ma-
terial is dry enough, i.e. meets specifica-
tions. A simple sample program at differ-
ent temperatures showed that the end tem-
perature could be decreased significantly
without violating the specifications. In
combination with the sampling after start-
ing the cooling, the drying time could be
decreased by almost three hours, without
any investments in equipment and without
compromising on quality and ‘first time
right’ ratio.

Control Phase (C)
In the last phase of DMAIC, the con-

trol phase, it must be proven whether the

primary metric has improved over a longer
time, and whether this change is statisti-
cally significant. If that is the case, it also
needs to be checked if there is no nega-
tive influence on other important param-
eters (secondary metric(s)). The financial
analysis will prove, in hindsight, whether
the benefit was worth the effort and pos-
sible investments. Finally, measures need
to be taken to prevent that the improve-
ments fade away, after the attention of the
improvement project is gone.

The combination of different measures
in the different unit operations, of which
the most important ones were described
before, led to a decrease in cycle time
of the process (Fig. 6). The overall cycle
time thereby was decreased by more than
3 hours, which corresponds to an overall
production rate increase of more than 20%.
This was achievedwithout any investments
in new equipment or technical changes
to current equipment. The changes made
were only in the procedure, order and pro-
gramming of the process. Therefore, in this
case it is particularly important to continue
to monitor the performance. A dashboard
has been made in Excel, where the opera-
tors can see the duration for every batch in
every unit operation. If it is much longer
than normal it gets a different coloring, and
they can comment on the cause, if known.
This tool ensures that the most important
performance killers are recorded, and can
be investigated, but it will also show if for
some reason the new procedures are not
followed anymore, or if some steps are
gradually getting longer.
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also continuous processes. Within DSM
the Lean Six Sigma methodology is there-
fore applied more and more often, as part
of our continuous improvement culture.
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Conclusions

This paper showed an example of a
Lean Six Sigma project performed atDSM,
for a typical, though relatively small, batch
process. The effort which has been put in
this improvement project was substantial
in manpower, but without any investment
this process has an increased output of
more than 20%. The invested work was
therefore definitely worth it. The method-
ology as shown here is applicable to a lot
of processes, not only batch processes, but


