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Computational Chemistry

Modelisation of the Raman Optical Activity of solvated
Λ−Rhodium-tris-ethylenediamine

Marie HUMBERT-DROZ1, Patric OULEVEY1, Latevi Max LAWSON
DAKU1, Hans HAGEMANN1, Thomas BUERGI1

1 Department of physical chemistry, Université de Genève, 30, quai
Ernest-Ansermet, CH-1211 Genève 4, Switzerland

The vibrational optical activity of a chiral transition metal complex, namely
Λ-Rhodium-tris-ethylenediamine is investigated within a Density Functional
response Theory[1]. Making use of the availability of VCD and ROA experi-
mental spectra, a methodological study allowed us to determine a practicable
computational approach for an accurate analysis of the spectra of the solvated
molecule.

Given the critical role played by the environment and by conformational ef-
fects [2, 3], the study involved a complete conformational analysis as well
as the inclusion of the solvent effect via the use of a polarization continuum
model [4] and the inclusion of explicit solvent molecules. With this study, we
aim to demonstrate that reliable ROA spectra can be simulated with reason-
able computational cost.

[1] A. J. Thorvaldsen, K. Ruud, K. Kristensen, P. Jorgensen, S. Coriani, J.
Chem. Phys. 2008, 129, 214108.

[2] J. Haesler and W. Hug, CHIMIA 2008, 62, 482.
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Relation of exact Gaussian basis methods to the dephasing
representation: twelve methods for computing time-resolved electronic

spectra [1]

Miroslav Šulc, Jiřı́ Vanı́ček∗

Institut des Sciences et Ingénierie Chimiques,
Ecole Polytechnique Fédérale de Lausanne, CH-1015 Lausanne, Switzerland

We recently showed that the Dephasing Representation (DR) [2] provides an
efficient tool for computing ultrafast time-resolved (TR) electronic spectra
and that further acceleration is possible with cellularization [3]. Here we
focus on increasing the accuracy of the DR by first implementing an exact
Gaussian basis method (GBM), which benefits from the accuracy of quantum
dynamics and efficiency of classical dynamics. The DR is then derived to-
gether with ten new method with intermediate accuracy and efficiency. These
include the Gaussian DR, an exact generalization of the DR, in which trajec-
tories are replaced by communicating frozen Gaussians evolving classically
with an average Hamiltonian. The newly obtained methods are tested on time
correlation functions and TR stimulated emission spectra in the harmonic po-
tential, pyrazine, and quartic oscillator. Numerical results confirm that both
the GBM and the Gaussian DR increase the accuracy of the DR. Surprisingly,
in chaotic systems the Gaussian DR can outperform the presumably more ac-
curate GBM, in which the two bases evolve separately. Finally, we discuss the
relationship with other methods employing time-dependent Gaussians: Gaus-
sian MCTDH [4], Multiple Spawning [5], and Coupled Coherent States [6].

[1] M. Šulc, H. Hernández, T. J. Martı́nez, J. Vanı́ček, submitted to J. Chem. Phys.
[2] J. Vanı́ček, Phys. Rev. E 2006, 73, 046204.
[3] M. Šulc, J. Vanı́ček, Mol. Phys. 2012, 110, 945.
[4] I. Burghardt, K. Giri, G. A. Worth, J. Chem. Phys. 2008, 129, 174104.
[5] M. Ben-Nun, T. J. Martı́nez, Adv. Chem. Phys. 2002, 121, 439.
[6] D. V. Shalashilin, M. Child, J. Chem. Phys. 2001, 115, 5367.
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Exciton Coupling in Organic Electronic Assemblies: a Challenge for
DFT Approximations

Éric Brémond, Clémence Corminboeuf
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Ingénierie Chimiques, École Polytechnique Fédérale de Lausanne, CH-1015
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‘Single-stack’ [1] of π-conjugated nanowires form one-dimensional organic
nanofibrils. These constitute a promising and challenging approach to en-
gineering future build-blocks for nanoelectronic circuits, and especially for
photovoltaic devices.

These higly ordered assemblies generally exhibit complex UV-visible absorp-
tion bands arising from exciton coupling. The computational rationalization
of these bands relies upon the consideration of at least two stacked chro-
mophores.

Considering the size of the chromophores, TD-DFT remains the most suitable
method to investigate excited-states. Unfortunately, the extent of exciton cou-
plings amongst various chromophores was found to depend dramatically on
the fraction of exact exchange in the long-range. Our study aims at elucidating
the origin of the dependency and identifying the best performing approxima-
tion accross a range of representative π − π stacked systems.

[1] R. Marty, R. Szilluweit, L. Tian, A. Sánchez-Ferrer, S. Bolisetty, R. Mez-
zenza, E. C. Spitzner, R. Magerle, S. Steinmann, C. Corminboeuf and H.
Frauenrath, ACS Nano 2013, submitted.
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Ligand Field Density Functional Theory Approach for
Two-Open-Shell f and d electrons
Harry Ramanantoanina and Claude Daul

Department of Chemistry, University of Fribourg,
Chemin du Musée 9, Fribourg 1700, Switzerland

We present methodological advances tackling a rather complex problem of
ligand field account of 4f and 5d two-open-shell model Hamiltonian, fo-
cused on the interpretation and prospection of an important optical effect,
the so-called quantum-cutting processes. [1] In this respect, we use the
frame of the original post-computational analysis algorithm named Ligand
Field Density Functional Theory (LFDFT) [2][3] for the simulation of the
4fn → 4fn-15d1 transitions in rare earth compounds. Moreover the ligand field
influence is also described by means of the Angular Overlap Model (AOM),
taking the advent of convenient tractability in mapping the model on the
computed data, and the intuitive insight offered by the AOM parameters.

As example, the non-empirical methodology is applied for the simulation of
the optical properties of the (i) 4f1 and 4f05d1 electron configurations and (ii)
4f2 and 4f15d1 electron configurations [4] of the trivalent cerium and praseo-
dymium ion doped in Cs2NaYCl6 and Cs2KYF6 with the elpasolite structure
type, respectively, considering the following interaction: the two-electron
effects, the ligand field influence and the spin-orbit coupling parameters.

[1] H. A. Höppe, Angew. Chem. Int. Ed., 2009, 48, 3572.
[2] M. Atanasov, C. Daul and C. Rauzy, Struct. Bond., 2004, 106, 97.
[3] M. Atanasov and C. Daul, Chimia, 2005, 59, 504.
[4] H. Ramanantoanina, W. Urland, F. Cimpoesu and C. Daul, 2013, sub-

mitted to Phys. Chem. Chem. Phys..
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Solvent effects and nonadiabatic dynamics of [Cu(dmp)2]+

G. Capano†‡, T. J. Penfold†‡§, U. Röthlisberger‡, M. Chergui†§, I. Tavernelli‡

†Laboratoire de spectroscopie ultrarapide, École Polytechnique Fédérale de
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Polytechnique Fédérale de Lausanne, §SwissFEL, Paul Scherrer Institute.

Cu-diimine complexes are promising candidates for photoelectronic appli-
cations. Despite being extensively studied since the early ’80s[1], a com-
plete understanding of their photophysical and photochemical properties is
still lacking. We will present a combined experimental and theoretical study
of [Cu(dmp)2)]+ (dmp = 2,9-dimethyl-1,10-phenanthroline), aimed at elu-
cidating the excited state mechanisms occurring within the femtosecond to
nanosecond time domain. A static and time-resolved X-ray absorption study[2],
interpreted using TDDFT adapted for core-hole excitations and molecular dy-
namics simulations do not confirm the previous assignment of lifetime short-
ening of the excited state in donor solvents (acetonitrile) to a metal centred
exciplex. Instead, the phenomenon may be rationalised simply by the solvent
dependent decrease of the 3MLCT energy. In the femtosecond time domain,
we employ the Multi Configurational Time Dependent Hartree (MCTDH)
method [3] to perform wavepacket dynamic simulations to explore the nona-
diabatic relaxation of [Cu(dmp)2)]+ following excitation into the S3 state. Our
results, in conjunction with previous experiments[4] allow us to rationalise
the ultrafast dynamics of this complex. Importantly, the combination of ex-
periment, quantum dynamics and molecular dynamics simulations makes it
possible to describe the whole photo-relaxation mechanism of [Cu(dmp)2)]+.

[1] D. R. McMillin et al., Coord. Chem. Rev. 1985, 64, 83.
[2] T. J. Penfold et al., Solvent induced luminescence quenching: Static and

time-resolved X-ray absorption spectroscopy of a Copper(I) phenanthro-
line complex. Submitted.

[3] M. H. Beck et al., Phys. Rep. 2000, 324, 1.
[4] M. Iwamura et al., J. Am. Chem. Soc. 2007, 3129, 5248.
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Evaluation of solvatochromic shift using the average electron density of
solvent

Sapana V. Shedge, Tomasz A. Wesolowski
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Ernest-Ansermet, 1211 GENEVE, Switzerland.

To determine the spectral shift, absorption band has to be calculated by sum-
ming up oscillator strength fi and resonance frequencies ωi over number of
transitions i at corresponding position of nuclei RB

j (j is total number of atoms
in environment)in solvent. However for environment of flexible structure, av-
eraging over a large number of orientations has to be applied. The compu-
tational cost of simulation of absorption band depends upon the number of
configurations. The alternative approach has been proposed recently, where
absorption bands are simulated by performing the orbital-free embedding cal-
culations of the excitation energy at averaged solvent density �ρB(�r)� [1,2].
We followed the same strategy in this work where instead of averaging fi and
ωi over large number of configurations these quantities are evaluated for en-
sembled average electron density �ρB(�r)� of environment. �ρB(�r)� does not
depend explicitly on geometry of solvent hence it can be used for evaluation of
excitation energy. �ρB(�r)� can be obtained from 3D reference interacting site
model with the Kovalenko-Hirata closure approximation(3D-RISM-KH)[1,2]
or by quantum molecular dynamic simulation.

[1] Jakub W. Kaminski, Sergey Gusarov, Thomasz A. Wesolowski, Adriy
Kovanlenko J. Phys. Chem. A 2010, 114, 6082.

[2] Xiuwen Zhou, Jakub W. Kaminski, Thomasz A. Wesolowski Phys. Chem.
Chem. Phys. 2011,13, 10565.
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The Reactive Collision and Final State Analysis of NO and O Reaction
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The research involves the dynamical investigation of the NO+O � NO2
elementary reaction, which is relevant to the Hypersonic Flight Regime of
spacecrafts. For this purpose, first an analytical ground-state potential ener-
gy surface is constructed – based on high-level ab initio calculations and
using polynomial based fitting ansatz – in order to carry out quasi-classical
trajectory and quantum dynamic calculations.

At this stage of the research, we are calculating the ground-state potential
energy surface for NO2 molecule. As low-laying excited states give rise to a
conical intersection near the dissociation region, a multi-reference methods
using Dunning’s standard correlation consistent polarized quadruple (cc-
pVQZ) basis set are applied. Multi-reference configuration interaction
(MRCI) calculations – with full valence complete active space (FV-
CASSCF) wave function – are performed using program MOLPRO. The
dynamic correlation is taken into account by the internally contracted MRCI
method of Werner and Knowles and Davidson correction is used to estimate
the effects of higher excitations (icMRCI+Q).

Preliminary results show difficulties, as at intermediate NO – O dis-
tances, the electronic structure calculations often converge to excited states,
which cannot correlate adiabatically with the ground state of the dissociated
NO + O system. In order to correct this, the symmetry and multiplicity of
the wave functions will be fixed by defining it explicitly in the upcoming
MOLPRO calculations.

[1] D. Bose, G. V. Candler, J. Chem. Phys., 1996, 104, 2825
[2] D. Bose, and G. V. Candler, J. Chem. Phys., 1997, 107, 6136
[3] V. Kurkal, P. Fleurat-Lessard, and R. Schinke, NO2, J. Chem. Phys.

2003, 119, 1489
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The Role of Water and Sodium Ions in μ-Opioid Receptor Activation

Shuguan Yuan*, Horst Vogel, Slawomir Filipek*

École Polytechnique Fédérale de Lausanne, CH A0 391, 1015, Lausanne,
Switzerland

As GPCRs are implicated in many diseases, they are among the most im-
portant drug targets[1]. Although X-ray crystallography delivered
high-resolution seven-transmembrane helix structures of a few GPCRs before
and after activation [2], the details of the structural and dynamical transitions
within the receptors still missed with static structures. In this context we here
investigated the role of water and sodium ions during GPCR transmembrane
signaling through 9.4μs full atom long time scaled molecular dynamics sim-
ulations.

[1]V. Katritch, V. Cherezov, R. C. Stevens, Annu. Rev. Pharmacol. Toxicol.
2013, 53, 531-556.
[2]V. A. Doze, D. M. Perez, Pharmacol. Rev. 2012, 64, 645-675.
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DFT studies of lignin vibrational structure

Izabela Czekaj
Paul Scherrer Institute, Villigen, Switzerland

izabela.czekaj@psi.ch

Lignin is one of the three main biopolymers, together with cellulose and
hemicellulose, which builds cell walls of plants. Lignin consists of aryl
ethers, irregularly connected by a variety of linkages [1,2].

In the present work computational study of most dominant lignin link-
ages and their vibrational structure have been investigated using Density
Functional Theory method. Full geometry optimization of lignin linkages
has been done using StoBe code with cluster model and non-local functional
(RPBE) approach. The calculations of the vibrational frequencies were per-
formed with harmonic approximations as well as an anharmonicity fit in the
Morse potential function, as implemented into StoBe code.

The theoretical vibration spectra of most dominant lignin linkages will be
presented: 
-O-4, �-O-4, 4-O-5, 5-5, 
-
, 
-1, 
-5. The calculations include
three different precursors based on cinamyl alcohol: coumaryl alcohol,
coniferyl alcohol as well as sinapyl alcohol.

Presented theoretical investigations for variety of lignin linkages give the
possibility of obtaining Vibrations Basis Set for experimental spectra inter-
pretation.

References

[1] C. Konopka, Bachelor Thesis: Influence of the Preparation Method of
Lignin and Comparison to Commercial Products, Faculty of Materials En-
gineering of Georg Simon Ohm University of Applied Sciences
(Nuremberg, Germany), September 2011.

[2] E. Dorrestijn et al., J. Anal. Appl. Pyrolysis 54 (2000) 153-192.
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Spatial averaging : enhancement of the sampling of the configuration
space for atomic clusters and biomolecules.

Florent Hédin1, Markus Meuwly1

1Universität Basel, Klingelbergstrasse 80, CH-4056 Basel

Monte Carlo (MC) methods are widely used in modern simulations, particu-
larly because of their dimensional tolerance, that makes it possible to study
systems of significant complexity. Nevertheless, problems in which “rare-
event” issues arise are a particular challenge for such approaches.

Spatial averaging [1] is an efficient MC method which can be applied to those
problems where important regions (e.g. minima) of the energy landscape may
be difficult to sample with a standard method, such as Metropolis sampling.
At the heart of the method is the realisation that from the equilibrium density
a related, modified probability density can be constructed through a suitable
transformation. This new density is more highly connected which increases
the chances for transitions between neighbouring states which in turn speeds
up the sampling. In order to transform the equilibrium density, Gaussian dis-
tributions with variable widths are used.

First successful investigations included the diffusion of small molecules in
condensed phase environments [2] and localisation of lowest energy struc-
tures of Lennard-Jones clusters [3,4]. A more general implementation in
CHARMM allowed us to study the conformation space of biomolecules [4].

[1] JD Doll, JE Gubernatis, N Plattner, M Meuwly, P Dupuis, and H Wang,
J. Chem. Phys 2009, 131.

[2] N Plattner, JD Doll, and M Meuwly, J. Chem. Phys 2010, 133.
[3] F Hédin, Master Thesis, Université de Strasbourg & Universität Basel,

2011.
[4] F Hédin, M Meuwly, in preparation 2013.

Computational Chemistry

Application of the Chemical Hamiltonian to Zeroth-order Wavefunction
and Energy for Intramolecular Symmetry-Adapted Perturbation

Theory

Jérôme F. Gonthier, Clémence Corminbœuf

Laboratory of Computational Molecular Design, Institut des Sciences et
Ingénierie Chimiques, Ecole Polytechnique Fédérale de Lausanne

Lausanne, CH-1015, Switzerland

Intermolecular interactions play an ubiquitous role in chemistry and biology,
with representative examples including protein-ligand interactions, supramo-
lecular assembly, pre-reactive complexes, etc. The theoretical decomposition
of intermolecular interactions into physically meaningful terms enhances our
understanding of such processes. Among the various existing decomposition
schemes, Symmetry-Adapted Perturbation Theory (SAPT)[1] may be consid-
ered as the most successful, as it naturally decomposes the interaction energy
into physical and intuitive terms.
On the other hand, the analyses of intramolecular noncovalent interactions,
which are responsible for phenomenon such as intramolecular charge transfer
(e.g. transannular interactions), conformational and isomer energy differences
as well as enzymatic activity are theoretically more challenging to assess, as
no such physical energy decomposition scheme is available to date.
The present work attempts to fill the gap by obtaining a zeroth-order wave-
function and energy for an intramolecular variant of the SAPT formalism.
The suggested theory optimizes orbitals with a proper scheme excluding in-
teractions between the fragments of interest. Straightforward optimization
schemes directly eliminating relevant overlap and Fock matrix integrals lead
to undesirable convergence properties, hence a new scheme is proposed based
on the Chemical Hamiltonian[2] approach originally used by Mayer.

[1] Jeziorski, B.; Moszynski, R.; Szalewicz, K., Chem. Rev. 1994, 94, 1887.
[2] Mayer, I., Int. J. Quant. Chem. 1998, 70, 41.

A novel adaptive mesh method for diagonalizing multidimensional
quantum Hamiltonians

Alberto Hernando , Ji í Vaní ekř č

Laboratory of Theoretical Physical Chemistry, Institut des Sciences et
Ingénierie Chimiques, École Polytechnique Fédérale de Lausanne,

CH-1015 Lausanne, Switzerland

We present a numerical method to obtain the eigenstates of an arbitrary
multidimensional quantum Hamiltonian. The method works on the basis of
i) a sampling procedure that optimizes the distribution of the grid points,
and ii) the diagonalization of a real-valued sparse matrix which eigenvectors
are the eigenstates evaluated at those selected grid points. Its potential
applicability include any system described by the Schrödinger equation. We
apply the method to find the first 50 eigen-energies and wave-functions of
spinless quantum Lennard-Jones particles (up to 5) trapped in a 1D
harmonic potential, a system which is under active debate due to its
interesting dynamical properties [1,2]. We obtain the states of the bosonic
and fermionic counterparts describing the fermionization of the former [2],
and also describe the melting of the clusters at finite temperature.

[1] M. Gring, M. Kuhnert, T. Langen, T. Kitagawa, B. Rauer, M. Schreitl,
I. Mazets, D. A. Smith, E. Demler, and J. Schmiedmayer, Science ,
2012, 337, 1318.

[2] B. Paredes, A. Widera, V. Murg, O. Mandel, S. Folling, I. Cirac, G. V.
Shlyapnikov, T. W. Hansch, and I. Bloch, Nature, 2004, 429, 277.
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Optimal parameterization of force fields

for thermal dynamics

Tibor Nagy, Maksym Soloviov and Markus Meuwly

Department of Chemistry, University of Basel
Klingelbergstrasse, 80, 4056 Basel, Switzerland

Simulating the dynamics of large number of atoms for ns timescales is only

possible by using force fields. Standard force fields, such as the CHARMM
force field [1] contain bonded and nonbonded energy terms. Their parame-

ters can be classified as geometric ones (i.e. equilibrium bond length, vdW

radius) and energetic ones (i.e. force constants, Lennard-Jones well depth).
However, geometric parameters don’t determine the equilibrium struc-

ture as matching all the optimal geometric parameters cannot usually be
fulfilled simultaneously. Furthermore, frequencies and the eigenvectors of

normal mode vibrations also depend on the geometric parameters. There-
fore, energetic and geometric parameters have to be tuned simultaneously to

capture the reference geometry and vibrational data best. Due to the limited
flexibility of force fields, a force field with its default parameter values is

well applicable only within a limited range of temperatures. At higher tem-

peratures the precise equilibrium geometry becomes less relevant, whereas
the amplitudes of vibrations become more important, which would suggest

another optimal parameter set.
Based on statistical thermodynamic considerations, we devised a novel

method which simultaneously determines both geometric and energetic
bonded parameters by capturing the vibrational distribution of atoms at a

given temperature. Other tools usually disregard eigenvectors and tempera-
ture [2]. The algorithm is applicable to semi-rigid molecules, for which the

normal mode picture is appropriate and requires only geometric and normal

mode analysis data as reference. The method is also made applicable to X-
ray diffraction data including isotropic and anisotropic B-factors.

[1] Jr. AD MacKerell et al., J Phys Chem B, 1998, 102 (18), 3586.

[2] A.C. Vaiana et al., Comput Phys Commun, 2005, 167, 34.
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Classical Molecular Dynamics Simulation of Porphyrin-Based
Dye-Sensitized Solar Cells

Negar Ashari Astani1, Elizabeth Brunk1, Basile Curchod1, Ivano Tavernelli1,
Michael Grätzel 2, Ursula Röthlisberger 1

1Laboratory of Computational Chemistry and Biochemistry, Ecole
Polytechnique Federale Lausanne, Switzerland

2Laboratory of Photonics and Interfaces, Ecole Polytechnique Federale
Lausanne, Switzerland

Inspired by their central role in photosynthesis, porphyrin-based dyes consti-
tute an attractive biomimetic alternative to conventional Ru-based sensitizers.
In a continuation of our characterization of the optical and electrochemical
properties of porphyrin-based dye-sensitizers using implicit solvent density
functional theory (DFT) and time-dependent (TD)DFT calculations, we de-
veloped a classical force field for a further investigation of the behavior of
these dyes on a defect-free (101) surface of anatase. This force field approach
was first applied to the dye YD2- O-C8 [1] and validated with respect to full
ab initio and mixed quantum mechanical/molecular mechanical (QM/MM)
reference simulations. Classical molecular dynamics simulations based on
the newly developed force field are currently used for a systematic study of
the aggregation behavior of the dyes on the T iO2 surface as a function of
coverage and binding mode.

[1] A. Yella et al., Science 2011, 334, 629.
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On-the-fly wave-packet propagation: Evaluation of vibrationally re-
solved electronic spectra of large systems

M. Wehrle, J. Vaníček
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nierie Chimiques, E ́cole Polytechnique Fe ́dérale de Lausanne, CH-1015

Lausanne, Switzerland

It is often important to include vibronic couplings into spectra calculations
in order to obtain satisfactory agreement with experimental results. It has
been showed that on-the-fly semiclassical dynamics provides a powerful
tool to evaluate vibrationally resolved absorption spectra [1]. The overall
computational cost, however, restricts almost all of these methods to small
systems. In case of larger molecules, the potential energy surfaces are usual-
ly approximated by harmonic potentials, which is often not a reliable de-
scription. On-the-fly wave packet propagation can fill this gap: Within the
thawed-Gaussian approximation [2,3] (TGA) the nuclear wave packet is
guided by a central trajectory, which feels the full anharmonicity of the po-
tential, and the propagation of its width involves the local quadratic approx-
imation. Due to its small computational costs, TGA can treat all vibrational
degrees of freedom on an equal footing even in case of large systems. This
is especially important for molecules where the global harmonic approxima-
tion for the potential energy surface is no more accurate and a study of each
normal mode in terms of importance and harmonicity is tedious. Further
more, this computational protocol is not limited to linear spectroscopy; non-
linear spectra such as time-resolved stimulated emission can be also evalu-
ated. Comparison with experimental spectra, for example for dithiophene,
shows that on-the-fly TGA is a well-suited method for vibrationally re-
solved spectra calculations.

[1] J. Tatchen, E. Pollak, J. Chem. Phys. 2009, 130, 041103
[2] E. J. Heller, J. Chem. Phys. 1975, 62, 1544.
[3] S. Y. Lee, E. J. Heller, J. Chem. Phys. 1982, 76, 3035.
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Computational Chemistry

Real-time Quantum Chemistry

Moritz P. Haag1 and Markus Reiher1

1ETH Zurich, Laboratorium für Physikalische Chemie,
Wolfgang-Pauli-Strasse 10, 8093 Zurich, Switzerland

Significant progress in the development of efficient and fast algorithms for
quantum chemical calculations has been made in the past two decades. The
main focus has always been the desire to be able to treat ever larger molecules
or molecular assemblies—especially linear and sublinear scaling techniques
are devoted to the accomplishment of this goal. However, as many chemical
reactions are rather local, they usually involve only a limited number of atoms
so that models of about 200 (or even less) atoms embedded in a suitable en-
vironment are sufficient to study their mechanisms. Thus, the question arises
how fast one can obtain the quantum chemical results for reactions with a
aforementioned constant size.

This problem is, however, not directly solved by the numerous linear-scaling
techniques, which are available nowadays. In fact, ideas such as haptic quan-
tum chemistry (HQC)[1,2] or interactive quantum chemistry[3, 4] require an
immediate provision of quantum chemical information which demands the
calculation of data in real time. We present a definition of real-time quan-
tum chemistry, show its realm and discuss applications in the field of HQC
[5]. For the latter, we show how a direct approach is possible by virtue of
real-time quantum chemistry[5].

[1] K. H. Marti, M. Reiher, J. Comput. Chem. 2009, 30, 2010-2020.
[2] M. P. Haag, K. H. Marti, M. Reiher, ChemPhysChem 2011, 12, 3204-

3213.
[3] M. Bosson, C. Richard, A. Plet, S. Grudinin, S. Redon, J. Comput. Chem.

2012, 33, 779-790.
[4] M. Bosson, S. Grudinin, S. Redon, J. Comput. Chem. 2013, 34, 192-504.
[5] M. P. Haag, M. Reiher, J. Int. Quantum Chem. 2013, 34, 492-504.

Computational Chemistry

Implementation of a massively parallel QC-DMRG code

Sebastian Keller1, Markus Reiher1

Michele Dolfi2, Matthias Troyer2

1ETH Zürich, Laboratorium für Physikalische Chemie, CH-8093 Zürich,
Switzerland

2ETH Zürich, Institut für Theoretische Physik, CH-8093 Zürich, Switzerland

The Density Matrix Renormalization Group algorithm (DMRG) [1] employs
a new wavefunction parametrization, tackling the problem of exponential
scaling and thus allowing for calculations on larger systems than accessible
for standard CAS-type methods. In recent years DMRG has become a true
competitor of well-established quantum chemical methods (for applications
in chemistry we may refer to our reviews in Refs. [2,3]). As the capabilities
of DMRG calculations depend on the availability of an efficient implemen-
tation, we set out to provide a new and highly efficient program [4] based
on the Maquis DMRG project (www.hp2c.ch/projects/maquis) for quantum
chemical DMRG calculations. To facilitate the application of DMRG as a
blackbox method, we have supplemented our program with an algorithm to
automatically find an optimized orbital ordering. We will present first pilot
calculations that demonstrate the accuracy and efficiency of this new DMRG
program.

[1] S. R. White, Density matrix formulation for quantum renormalization
groups. Phys. Rev. Lett., 69 1992, 2863–2866.

[2] K. H. Marti, M. Reiher, The Density Matrix Renormalization Group Al-
gorithm in Quantum Chemistry, Z. Phys. Chem. 224 2010, 583–599.

[3] K. H. Marti, M. Reiher, New Electron Correlation Theories for Transition
Metal Chemistry, Phys. Chem. Chem. Phys. 13 2011, 6750–6759.

[4] S. Keller, M. Reiher, M. Dolfi, M. Troyer, to be published

Computational Chemistry

Accessibility of the µ-Hydride Species in [FeFe] Hydrogenases

Arndt R. Finkelmann1, Martin T. Stiebritz1, Markus Reiher1

1Laboratorium für Physikalische Chemie, ETH Zürich,
Wolfgang-Pauli-Strasse 10, CH-8093 Zürich, Switzerland

[FeFe] hydrogenases, which catalyze proton reduction to form H2, presum-
ably feature a hydride species as key catalytic intermediate [1,2] for which
two possible structures are discussed in the literature. One, in which a hy-
dride is terminally bound to the ‘distal’ iron atom (terminal-H) and which is
believed to be the key hydride species [3]. In the second possible interme-
diate, a hydride bridges the two Fe atoms of the [2Fe]H subsite (µ-H) and is
thermodynamically more stable one than the first [4].

We investigate the H2-formation mechanism catalyzed by [FeFe] hydroge-
nases by means of density functional theory calculations with a large model
of the active site, comprising the active center and important surrounding
amino acids [5]. Two possible pathways to form the µ-H species are investi-
gated in detail. µ-H formation via ligand rearrangement from the terminal-H
species and µ-H formation via direct protonation of the Fe–Fe bond. We show
that both pathways feature high barriers due to interactions with the protein
residues surrounding the active site. In conclusion, the µ-H species seems
to be kinetically inaccessible and H2 formation at the active site of [FeFe]
hydrogenases should proceed via the terminal-H intermediate.

[1] A. Krasna, Enzyme Microb. Tech. 1979, 1, 165.
[2] M.W. Adams, L.E. Mortensen, J.S. Chen, Biochim. Biophys. Acta 1981,

594, 105.
[3] H.-J. Fan, M.B. Hall, J. Am. Chem. Soc. 2001, 123, 3828.
[4] M. Bruschi, C. Greco, M. Kaukonen, P. Fantucci, U. Ryde, L. De Gioia,

Angew. Chem. Int. Ed. 2009, 48, 3503.
[5] A.R. Finkelmann, M.T. Stiebritz, M. Reiher, in preparation.

Computational Chemistry

Structure–property relationships of Fe4S4 clusters unravelled by
broken-symmetry density functional theory

Maike Bergeler, Martin T. Stiebritz and Markus Reiher

ETH Zurich, Laboratorium für Physikalische Chemie,
Wolfgang-Pauli-Strasse 10, 8093 Zurich, Switzerland

The chemistry of Fe-S cubane clusters can depend significantly on the an-
choring constraints of a protein’s backbone (see, e.g., its reactivity with re-
spect to reactive oxygen species [1]). The sensitivity of Fe4S4 cluster prop-
erties (like potential energies, spin couplings, adiabatic detachment energies,
inner-sphere reorganization energies and reactivities) on structural distortions
was investigated for a model system of symmetrized [Fe4S4(SH)4]3−/2−/1−

clusters with fixed hydrogen atoms and compared with Fe4S4 clusters coor-
dinated by ethyl thiolates with fixations according to the cysteines in crystal
structures. These correlation diagrams can be very useful to systematize ob-
servations on related metalloenzymes in bioinorganic chemistry [2]. Potential
energy surface plots [3] indicate that the cubane is flexible, because distor-
tions of the anchoring atom distances by about ±0.5 Å increase the potential
energy by only about 3 kcal/mol. The minima of the potential energy surface
of [Fe4S4(SH)4]2−/1− are located at slightly smaller H-H distances compared
to the [Fe4S4(SH)4]3− cluster. Comparing the cubane geometries in the three
differently charged states, the only significant difference is a shorter Fe-Fe
distance of one Fe2S2 subcluster in [Fe4S4(SH)4]1−. Differences in the cou-
pling scheme can change the reorganization energies by up to 10 kcal/mol.

[1] M. T. Stiebritz and M. Reiher, Chem. Sci. 2012, 3, 1739; M. K. Bruska,
M. T. Stiebritz and M. Reiher, J. Am. Chem. Soc. 2011, 133, 20588;
M. K. Bruska, M. T. Stiebritz and M. Reiher, Dalton Trans. 2013, DOI:
10.1039/ C3DT50763G.

[2] M. Podewitz, M. T. Stiebritz and M. Reiher, Faraday Discuss. 2011, 148,
119.

[3] M. Bergeler, M. T. Stiebritz and M. Reiher, ChemPlusChem, submitted.
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Computational Chemistry

Elimination of the Translational Kinetic Energy Contamination in
pre-Born–Oppenheimer Calculations

Benjamin Simmen1, Edit Mátyus2, Markus Reiher1

1ETH Zürich, Laboratorium für Physikalische Chemie,
Wolfgang-Pauli-Str. 10, 8093 Zürich, Switzerland

2Laboratory of Molecular Structure and Dynamics, Institute of Chemistry,
Eötvös University, Pázmány Péter sétány 1/A, H-1117 Budapest, Hungary

We present a simple strategy for the elimination of the translational kinetic
energy contamination of the total energy in pre-Born–Oppenheimer calcula-
tions [1] (for applications see e.g. Ref. [2]) carried out in laboratory-fixed
Cartesian coordinates (LFCCs). The basis functions are constructed using
explicitly correlated Gaussian functions (ECGs) and the global vector repre-
sentation [3]. First, we observe that it is not possible to parametrise the ECGs
so that the system is at rest in LFCCs and at the same time the basis func-
tions are square-integrable with a non-vanishing norm. Then, by exploiting
formal mathematical relationships between different forms of the ECGs we
can identify and separate the translational contamination terms in the matrix
representation of the kinetic energy operator in the LFCC formalism. We
present numerical examples for the translational contamination and its elim-
ination for the two lowest rotational energy levels of the singlet hydrogen
molecule, corresponding to para- and ortho-H2, respectively, treated as four-
particle quantum systems.

[1] E. Mátyus, and M. Reiher, J. Chem. Phys. 2012, 137, 024104.
[2] E. Mátyus, J. Hutter, U. Müller-Herold, and M. Reiher, Phys. Rev. A

2011, 83, 052512; J. Chem. Phys. 2011, 135, 204302.
[3] Y. Suzuki, and K. Varga, Stochastic Variational Approach to Quantum-

Mechanical Few-Body Problems 1998, Springer-Verlag.
[4] B. Simmen, E. Mátyus, M. Reiher, Mol. Phys. 2013, in press.

DOI: 10.1080/00268976.2013.783938

Computational Chemistry

Finding the right Docking Parameters - A systematic Approach

Stefan Höck1, Rainer Rield*1

1 Zurich University of Applied Sciences, Institute of Chemistry and
Biological Chemistry, Campus Reidbach, CH-8820 Wädenswil, Switzerland

Modern medicinal chemistry programs require intense use of cheminformat-
ics and computational chemistry for the design and discovery of novel drug
molecules. Structure- and ligand-based design consist of computationally ex-
pensive tasks with a plethora of parameters that can be adjusted before run-
ning the calculations. The significance of docking results therefore depends
to a large degree on the correct parameters chosen for the target in question.
However, deciding which parameters are the right ones is not always an easy
task.

We tackled this problem by enumerating large numbers of parameter combi-
nations while docking against an MMP-13 target and comparing the results
with biological data, both collected in-house and available from published
results. We also analyzed the results thus gathered with respect to our expec-
tations of what would be well suited parameters for the target in question.

We have shown before the benefits of functional programming in cheminfor-
matics [1]. Now we demonstrate how the above computations could conve-
niently be set up using OpenEye’s OEDocking [2] software together with a
small library written in Scala [3] in purely functional style using an iteratee-
based [4] approach to model data streams.

[1] S. Höck, R. Riedl, J. Cheminformatics 2012, 4:38 ; highly accessed.
[2] OEDocking, version 3.0.1, OpenEye Scientific Software, Inc., Santa Fe,

NM, USA, www.eyesopen.com, 2013.
[3] http://www.scala-lang.org/
[4] J. W. Lato, The Monad Reader 2010, 12, 19.

Computational Chemistry

Quantum chemical analysis of hydrogen bond strength in polymorphs
of pyrimethamine

J. S. Nirmal Ram,Tomasz A. Wesolowski*

Department of Physical Chemistry, University of Geneva, 30,

quai Ernest-Ansermet,CH-1211 Geneva 4, Switzerland

The molecular structure and non-covalent interactions present in the poly-
morphs and pseudopolymorphs of pyrimethamine [1][2] were investigated
using X-ray analysis. Each of these polymorphs have a different packing ar-
rangement, but the basic building block is the R2

2(8) motif [3] formed by N-
H...N hydrogen bonds. The packing differences of these polymorphs are
due to contributions from N-H...O, N-H...Cl, other non-covalent interactions
and molecular recognition process. We have computationally assessed the
strength of the hydrogen bonded motifs present in these polymorphs by DFT
based computations and analysed their electron densities using a recently in-
troduced molecular descriptor (Single Exponential Decay Detector -SEDD)
[4][5]. The advantages of using SEDD over Atoms in Molecules (AIM) and
Electron Localization Function (ELF) will be presented.

[1] V. Sethuraman, P. Thomas Muthiah, Acta Cryst. 2002, E58, o817.
[2] M. Tutughamiarso, M. Bolte, Acta Cryst. 2011,C67, o428.
[3] J. Bernstein, R.E. Davis, L. Shimoni, N.L. Chang, Angew. Chem. Int.

Ed. Engl.1995,34,1555.
[4] P. de Silva, J. Korchowiec, T. A. Wesolowski, ChemPhysChem, 2012,

13, 3462.
[5] P. de Silva, J. Korchowiec, J. S. Nirmal Ram, T. A. Wesolowski,

Chimia, 2013,(doi:10.2533/chimia.2013.1)

Computational Chemistry

Simulation of the Absorption Spectra of
N -cyclohexyl-2-(4-methoxyphenyl)imidazo[1,2-a]pyridin-3-amine

Solvated in Dimethyl Sulfoxide

Xiuwen Zhou1, Tomasz A. Wesolowski1, and Mark E. Casida2

1 Department of Physical Chemistry, University of Geneva, 30 quai
Ernest-Ansermet, CH-1211 Geneva 4, Switzerland

2 Laboratoire de Chimie Théorique, Département de Chimie Molécularie
(DCM, UMR CNRS/UJF 5250), Institut de Chimie Moléculaire de Grenoble

(ICMG, FR2607), Université Joseph Fourier (Grenoble I), 301 rue de la
Chimie, BP 53, F-38041 Grenoble Cedex 9, France

N -cyclohexyl-2-(4-methoxyphenyl)imidazo[1,2-a]pyridin-3-amine (Flugi-6,
see the figure below) is one of a family of Flugi molecules synthesized with
combinatorial chemistry [1], where Flugi is an acronym for florescent molecules
synthesized by Ugi type reactions. The absorption spectra of Flugi-6 in dimethyl
sulfoxide are simulated by taking into account the inhomogeneous broadening
explicitly. To this end, a statistical ensemble taken from molecular dynamics
simulation is used and instantanous spectra are calculated using a method
based on Frozen-Density Embedding Theory [2,3,4 ]

[1] O. N. Burchak, L. Mugherli, M. Ostuni, J. J. Lacapere, and M. Y. Bal-
akirev, J. Am. Chem. Soc. 2011, 133, 10058.

[2] T.A. Wesolowski and A. Warshel, J. Phys. Chem. 1993, 97, 8050.
[3] T.A. Wesolowski, J. Am. Chem. Soc. 2004, 126, 11444.
[4] T.A. Wesolowski, Computational Chemistry: Reviews of Current Trends,

J. Leszczynski, Ed. World Scientific 2006, 10, 1.
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Computational Chemistry

Force Field Development for Modeling Quarterthiophene Nanofibrills

Shanshan Wu, Clémence Corminboeuf*

Institut des Sciences st Ingenierie Chimiques, Ecole

Polytechnique Federale de Lausanne, CH-1015 Lausanne

New oligothiophene-oligopeptide hybridized nanofibrills are of great inter-
est for their potential use in photo-voltaic devices and organic transistors [1]
[2]. However, in previous reported work, the modeling of conformational
properties of extensively-conjugated systems entails a unique challenge for
classical force fields, such as General Amber Force Field [3].

1 2

The new developed parameters were validated in the thiophene derivatives
of type 1, which offers improved accuracy compared to original AMBER
ff99SB parameters. Our current efforts focus on the applying the new pa-
rameters set in modeling self-assembled quaterthiophene nanofibrills 2.

[1] Sirringhaus, H.; Brown, P. J. et al. Nature. 1999, 401, 685.
[2] Marty, R.; Szilluweit, L.; Tian, L. et al. ACS Nano. 2013, submitted.
[3] Hu, Z.; Zhang, L.; Jiang, J. J. Chem. Phys. 2012, 136, 1615.

Computational Chemistry

MQN-Mapplet: Interactive Access to Millions of Molecules on your

Desktop

Mahendra Awale, Ruud van Deursen and Jean-Louis Reymond

Department of Chemistry and Biochemistry, University of Berne, Frei-

estrasse 3, 3012 Berne, Switzerland.

The chemical space describes an ensemble of all organic molecules to be

considered when searching for new drugs and can be broadly divided into

the known and unknown chemical spaces. Chemical space as such contains

infinite number of possibilities for molecules [1] and one of the challenge

always remain is the visualization and navigation in this “chemical space”,

in way to get quick and broad view of its content. To address this problem

we have used the concept of multidimensional property spaces in which the

dimensions are assigned to selected numerical descriptors of molecular

structure [2]. This multidimensional property spaces then can be visualized

by projecting it in lower dimensions (2D or 3D) with the help of principal

component analysis (PCA). Based on this concept here we introduce the

development of the MQN-mapplet which is a Java application giving inter-

active access to the structure of small molecules in large databases via color-

coded maps of their chemical space. These maps are projections from a 42-

dimensional property space defined by 42 integer value descriptors called

molecular quantum numbers (MQN) [3]. In contrast to other databases

browsing site, one can start the exploration of chemical space with MQN-

Mapplet without using any query molecule. The application is freely avail-

able for download at www.gdb.unibe.ch

[1] L. Ruddigkeit, R. van Deursen, L. C. Blum and J.-L. Reymond, J.

Chem. Inf. Model. 2012, 52, 2864.

[2] R. S. Pearlman, and K. M. Smith, Drug Discovery Des. 1998, 9, 339.

[3] K. T. Nguyen and J.-L. Reymond, ChemMedChem. 2009, 4, 1803.

Computational Chemistry

ωB97X-dDsC: A density functional approximation designed to describe
π-radical dimer cations

Riccardo Petraglia, Eric Bremond, Clemence Corminboeuf

Institut des Sciences et Ingénierie Chimiques, Ecole Polytechnique Fédérale
de Lausanne, CH-1015 Lausanne

Two of the most important shortcomings of standard density functional ap-
proximations are (1) the lack of long-range correlation and (2) the self-inter-
action error. The former dramatically affects the description of non-covalently
bonded complexes, whereas the later results in poor description of charge
transfer excitations and binding energies of e.g., radical dimer cations. These
two shortcomings worsen the electronic structure characterization of pi-dimer
radical cations, which are highly relevant with regards to their role played in
the field of organic electronics. A-posteriori dispersion corrections can gen-
erally provide the missing stabilizing energy in dispersion complexes. On the
other hand, long-range corrected exchange (LC) functionals are capable of
correcting the asymptotic decay of the exchange potential, and minimizing the
overstabilization of fractionally charged fragments. Unfortunately, achieving
the subtle balance between long-range exchange and dispersion correction
is highly challenging.[1] With the objective of improving the description of
pi-radical dimer cations, we follow the spirit of Chai and Head-Gordon[2],
and propose a functional, which combines the global hybrid functional B97
jointly optimized into an LC functional augmented by our density-depdendent
dispersion correction[3]. We expect the new approximation ωB97X-dDsC
to provide accurate results on the challenging test-set Orel26rad[1] featuring
mixed valence dimers as realistic models of organic electronics precursors.

[1] Steinmann, S.N.; Corminboeuf, C., J. Chem. Theory Comput. 2012, 8,
4305.

[2] Chai, J.-D.; Head-Gordon, M., J. Chem. Phys. 2008, 128, 084106.
[3] Steinmann, S.N.; Corminboeuf, C., J. Chem. Theory Comput. 2011, 7,

3567.

Computational Chemistry

Implementation of exact and approximate methods for quantum
molecular dynamics induced by the interaction with the electromagnetic

field

Aurélien Patoz1, Jiřı́ Vanı́ček1

1Laboratory of Theoretical Physical Chemistry, Institut des Sciences et
Ingénierie Chimiques, Ecole Polytechnique Fédérale de Lausanne (EPFL),

CH-1015, Lausanne, Switzerland

We have implemented a general split-operator algorithm of arbitrary order in
accuracy for exact nonadiabatic quantum dynamics of a molecule interact-
ing with a time-dependent electromagnetic field. Then, we have developped
several approximations in this formalism: the Condon approximation, time-
dependent perturbation theory, the rotating wave approximation, the separa-
tion of time scales, and the ultrashort and extreme ultrashort pulse length
approximations. Furthermore, every possible combination of these genera-
tors has been tested. We present the theoretical treatments together with the
numerical implementation for the exact solution and their approximations.
Finally, numerical simulations on the well known four-dimensional vibronic
coupling model of pyrazine are reported.
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Computational Chemistry

Perfomance of Dispersion-Corrected Atom-Centered Potentials:
Non-equilibrium gas phase geometries and condensed matter systems.

A. Laktionov, M. Doemer, I. Tavernelli, and U. Rothlisberger

Ecole Polytechnique Fédérale de Lausanne, Lausanne, Switzerland

Van-der-Waals interactions play a crucial role in biological and pharmaceu-
tically relevant systems. Unfortunately, standard density functional theory
(DFT) calculations within generalized gradient approximations (GGA) fail
to account for these weak interactions. In recent works, dispersion-corrected
atom-centered potentials (DCACPs) have been developed to account for long-
range dispersion forces between molecules within a DFT/GGA framework.
DCACP are based on the idea of representing a non-local dispersion interac-
tion potential as a sum of atom-centered semilocal potentials.

vextendedxc = vxc +
�

I v
DCACP
I (r, r�) (1)

vDCACP
I (r, r�) =

��max
�=0

�+�
m=−� Y

I
�m(r̂)p

I
�(r)σ1p

I
�(r

�)Y I∗
�m(r̂

�) (2)

where r = r−RI is the distance from the electron to the position of nucleus I ,
and pI�(r) is the normalized projector, embraced by spherical harmonics. Such
a choice of sets of functions has several advantages. First, separating variables
reduces the computational cost of the non-local dispersion term from N6 to
N3. Second, the exponential decay of projectors allows to introduce a cutoff
on the radial grid, making calculations cheaper. Thirdly, as DCACP use only
unoccupied channels in the Goedecker-Teter-Hutter (GTH) pseudopotentials,
there is no necessity to modify the code, when planewave calculations are per-
formed. Within this approach dispersion interactions can now be accurately
described by DFT at the cost of roughly a standard GGA functional.

Here, we demonstrate that by adding more terms to the expansion (2) one
can retrieve the correct R−6 asymptotics of the tail of the interaction curve.
Additionally, we present results on the physisorption of organic molecules
on gold surface and show that DCACP parameters can be determined as a
functionals of electronic density.

Computational Chemistry

Role of sampling in evaluating classical time autocorrelation functions

Tomáš Zimmermann1 and Jiřı́ Vanı́ček1

1Laboratory of Theoretical Physical Chemistry, Institut des Sciences et
Ingénierie Chimiques, Ecole Polytechnique Fédérale de Lausanne, CH-1015,

Switzerland

We analyze how the choice of the sampling weight affects efficiency of the
Monte Carlo evaluation of classical time autocorrelation functions. Assuming
uncorrelated sampling or sampling with constant correlation length, we pro-
pose a sampling weight for which the number of trajectories needed for con-
vergence is independent of the correlated quantity, dimensionality, dynamics,
and phase-space density [1]. In contrast, it is shown that the computational
cost of the “standard” algorithm sampling from the phase-space density may
scale exponentially with the number of degrees of freedom. Yet, for the sta-
tionary Gaussian distribution of harmonic systems and for the autocorrelation
function of a linear function of phase-space coordinates, the computational
cost of this standard algorithm is also independent of dimensionality.

[1] Tomáš Zimmermann and Jiřı́ Vanı́ček, arXiv:1212.3463.

Computational Chemistry

DFT Study of Anion Transporters that Use Anion-π and Halogen
Bond Interactions

Daniel Emery, César Beuchat and Jiri Mareda*

Department of Organic Chemistry, University of Geneva, CH-1211,
Geneva 4, Switzerland

Compared to other non-covalent interactions, applications of the anion-!
interactions and halogen bonds in organic and bioorganic chemistry remain
still limited. The question whether these two interactions could be used to
create interesting function such as transmembrane transport or sensing is
quite attractive but also challenging.[1]

Modeling by DFT methods was undertaken in order to evaluate the
ability of organic molecules such as naphthalenediimide (NDI) to transport
anions through the membrane. Different electronic properties and namely
the binding energies were evaluated by several density functionals. Anion-!
interactions were also systematically modulated during the modeling via
NDI core substitutions as well as by structural variations of N-aromatic
moieties. The computational simulations demonstrated that anion-!
interactions together with other weak non-covalent interactions account for
function.[2]

DFT methods were also used to evaluate properties of organic molecules
that can for the transmembrane transport put in work both interactions: ani-
on-! as well as the halogen bond. The modeling of halogen bonded trans-
porters was further extended to fluorinated alkanes, which can efficiently
transport anions through the membrane exclusively by means of halogen
bond interactions.[3]

[1] J. Mareda and S. Matile, Concept in Chem. Eur. J., 2009, 15, 28.
[2] A. Vargas Jentzsch, D. Emery, J. Mareda, P. Metrangolo, G. Resnati, S.

Matile, Angew. Chem. Int. Ed., 2011, 50, 11675.
[3] A. Vargas Jentzsch, D. Emery, J. Mareda, S.K. Nayak, P. Metrangolo,

G. Resnati, N. Sakai, S. Matile, Nat. Commun., 2012, 3, 905
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Modeling of an RNA hairpin that modulates the alternative splicing of
SMN2: a gene involved in Spinal Muscular Atrophy

A. Garcia-Lopez1, I. Faustino2, M. Orozco2, L. Scapozza1

1 Pharmaceutical Biochemistry group, School of Pharmaceutical Sciences,
University of Geneva and University of Lausanne, Quai Ernest-Ansermet

30, CH-1211 Geneva 4, Switzerland

2Molecular modeling and bioinformatics group, Institute for Research in
Biomedicine (IRB), Baldiri Reixac 10, Barcelona 08028, Spain

Spinal Muscular Atrophy (SMA) is caused by mutations in the SMN1 gene,
which disrupt the synthesis of SMN protein. SMN2, a gene 99% identical to
SMN1 but with a different splicing pattern, can also produce SMN protein,
although at lower levels. Manipulating the splicing of SMN2 to boost SMN
production can compensate for the lack of SMN1. A number of cis and trans
acting factors are known to regulate SMN2 splicing. However, the im-
portance of RNA secondary structure in the processing of SMN2 transcripts
has been poorly investigated. In this work, we study the role of a 19-nt RNA
hairpin in the regulation of SMN2 alternative splicing. To do this, we have
generated a battery of nucleotide substitutions in the sequence of such RNA
hairpin; which negatively affect its formation, as confirmed by the base
stacking sensor 2-amino purine (2AP) and circular dichroism. These chang-
es can originate in some cases SMN2 splicing patterns similar to SMN1, and
they proportionally improve the assembly of members of the splicing ma-
chinery to SMN2. To decipher the nature of the conformational changes
induced by these nucleotide substitutions, and to identify which particular
conformations can favor SMN2 splicing, we are currently modeling the
folding of this RNA hairpin by in silico molecular dynamics (MD), both in
its wild type and substituted forms. We believe that this comparative analy-
sis will help understand the influence of RNA structure on the negative reg-
ulatory role played by this hairpin in SMN2 splicing.
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Extending automatic peak-picking

Julien Wist, Luc Patiny, Andrés Bernal1, Andrés M. Castillo2

Universidad del Valle, A.A. 25360 Cali, Valle, Colombia
Ecole Polytechnique Fédérale de Lausanne, 1015 Lausanne, Switzerland

Universidad Nacional de Colombia, Bogotá D.C., Colombia1,2

Peak peaking is pivotal for the automatic analysis of NMR spectra. Usually,
peak-picking reduces to discriminating peaks from a noise threshold and is
performed individually for each spectra. This task that is readily performed
by an expert, can still be challenging for an algorithm and is certainly a bot-
tleneck for automatic analysis, such as assignment or structure elucidation.
Here we would like to extend the definition of peak-picking by appending a
validation step that allows to weight or rank each peak according to their
compatibility with all the available information, either from different spectra
(redundancy) or from the knowledge of the experiment type (expertise) as
proposed earlier for symmetrization purposes[1]. This approach guarantees
that a peak is still the result of a significant observation: each peak detected
at a certain position and with a certain signal to noise ratio (S/N) is further
given a weight or confidence factor, determined by the a priori probability
or expectation to detect a signal at that particular position based on infor-
mation collected from other peaks within the same spectrum or within an-
other one. For example an artefact in a proton spectrum, for which no corre-
sponding peak is found neither in COSY nor in HSQC spectra will be poor-
ly ranked despite its significant S/N ratio.
Implemented in a semi-automatic fashion, this allows to easily highlight
“problematic” signals and ask for user intervention to resolve the issue. For
fully automatic processes, this approach allows to only select peaks that can
be trusted to a certain level of confidence.

[1] Koradi R., Billeter M., Engeli M., Güntert P., Wüthrich K., Journal of
Mag. resonance, 1998, 135, 288–297
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Accelerating Quantum Instanton Calculations of Kinetic Isotope Effects

Konstantin Karandashev1, Jiřı́ Vanı́ček1

1Laboratory of Theoretical Physical Chemistry, Institut des Sciences et
Ingénierie Chimiques, École Polytechnique Fédérale de Lausanne (EPFL),

CH-1015 Lausanne, Switzerland

With the help of Feynman path integral formalism and Quantum Instanton
approximation it is possible to compute rate constants of reactions for which
quantum effects can not be neglected [1], while the procedure of thermody-
namic integration with respect to mass allows to compute KIE’s with effi-
cient Monte Carlo (MC) integration procedures [2]. Going beyond standard
methods, however, leads to significant increase in computational cost, mainly
because MC integration has to be done over a configuration space of in-
creased dimensionality. We accelerate these calculations using the following
approaches. The first uses higher order Boltzmann operator splittings, allow-
ing faster convergence to the quantum result [3]. The second uses advanced
MC estimators decreasing the statistical error and hence the MC simulation
length needed for a given precision [4, 5]. Here we combine these two proce-
dures and test the new method on the model H+HH → HH+H rearrangement,
its muonium and muonic helium analogues (studied by experimental and ex-
act quantum methods at [6]) and the reaction C2H6+H → C2H5+H2.

[1] Takeshi Yamamoto and William H. Miller, J. Chem. Phys. 2004, 120,
3086.

[2] Jiřı́ Vanı́ček, William H. Miller, Jesús F. Castillo and F. Javier Aoiz, J.
Chem. Phys. 2005, 123, 054108.

[3] Alejandro Pérez and Mark E. Tuckerman, J. Chem. Phys. 2011, 135,
064104.

[4] Sandy Yang, Takeshi Yamamoto, and William H. Miller, J. Chem. Phys.
2006, 124, 084102.

[5] Jiřı́ Vanı́ček, William H. Miller, J. Chem. Phys. 2007, 127, 114309.
[6] Donald G. Fleming et al., Science 2011, 331, 448.
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Distinguishing Reaction Mechanism Pathways: Beyond Energy Profiles
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Electronic structure computations are often employed as a tool to deduce the
mechanisms of reactions observed in the laboratory. Typically, the geome-
tries and energies of various minima and transition states (TS) on a potential
energy surface are identified, which yields the most favorable pathway, gen-
erally based upon the heights of relevant TS barriers. The situation, howev-
er, becomes unclear when different pathways cannot be differntiated solely
based on a reaction’s energy profile. Here, we use an unexpected Rh cata-
lyzed C-H functionalization process to illustrate that interpreting reaction
mechanisms using energy profiles determined by electronic structure com-
putations is not always possible. Instead, a quantitative picture of intermedi-
ate and product evolution can be obtained using rate constants computed
from Transition State Theory and numerically solving the kinetic differen-
tial equations in order to distinguish competing pathways.

Computational Chemistry

A comparative study of DFT molecular and periodic calculations on
small Iron complexes

Andrea Barbiero, Claude Daul

University of Fribourg, Av. Europe, 20, 1700 Fribourg, Switzerland

Complexes with a small number of Iron centres were studied through classi-
cal DFT molecular calculations and compared with analogous periodic DFT
calculations and, where possible, with experimental data. The geometrical
parameters, the values of some properties and the duration of the calcula-
tions were all taken into account in this study. The usefulness of the approx-
imations used in doing these calculations was also taken into consideration.
The LF-DFT method [1] is also explored for these systems as a cheap, but
quite accurate, preliminary approach.

[1] M. Atanasov, C. A. Daul, C. Rauzy, A DFT Based Ligand Field Theo-
ry, Structure and Bonding, 2004, 106, 97-125.
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Classical Molecular Dynamics on Rhodopsin
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Rhodopsin is a G-Protein Coupled Receptor (GPCR) that is present in the hu-
man eye. This receptor is part of the class A GPCRs and forms a template
for hundreds of receptors that are included in class A. Hence, if the process
of rhodopsin activation can be understood, it could provide new insight into
the mechanism of activation of also other GPCRs besides rhodopsin. The
receptor rhodopsin is built from: seven trans membrane domains, three intra-
cellular loops, three extracellular loops, a C terminus, an N terminal domain
and a retinal molecule that is covalently bound to the receptor in the active
site. The retinal molecule has to be isomerised from a cis configuration to a
trans configuration in order to induce a cascade of conformational and con-
figurational changes, which will lead to the activated state of the receptor.
In 2010, Neri et al. [1] published the process that was observed after sin-
gle cis/trans isomerisation of one retinal moiety in a rhodopsin dimer. It was
concluded that an indirect opening of the G protein interaction site occurred
in the classical molecular dynamics simulations. However, when the human
eye is exposed to light, it is also possible that instead of one retinal molecule,
both retinal molecules are isomerised in a rhodopsin dimer. It is not known
if the activation process that takes place during single retinal isomerisation
also occurs when the rhodopsin dimer is doubly isomerised. In this project
we focus on the rhodopsin dimer in order to compare both singly and doubly
isomerised systems through classical molecular dynamics and to investigate
the similarities and differences between the two processes.

[1] Neri, M. et al. Biochem. 2010, 49, 4827-4832.
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